
International Journal of 
Computer Science 

& Information Security 

© IJCSIS PUBLICATION 2016
                              Pennsylvania, USA 

IJCSIS Vol. 14 No. 3, March 2016 Part I
ISSN 1947-5500



     Indexed and technically co‐sponsored by : 

 
 

 

 

 
 

 

 
 

 
   

 
 
   

 
     

 
 

   

 
 
 

 

 



IJCSIS
 

  ISSN (online): 1947-5500 
 

Please consider to contribute to and/or forward to the appropriate groups the following opportunity to submit and publish 
original scientific results. 
 
CALL FOR PAPERS 
International Journal of Computer Science and Information Security  (IJCSIS) 
January-December 2016 Issues 
 
The topics suggested by this issue can be discussed in term of concepts, surveys, state of the art, research, 
standards, implementations, running experiments, applications, and industrial case studies. Authors are invited 
to submit complete unpublished papers, which are not under review in any other conference or journal in the 
following, but not limited to, topic areas. 
See authors guide for manuscript preparation and submission guidelines. 
 
Indexed by Google Scholar, DBLP, CiteSeerX, Directory for Open Access Journal (DOAJ), Bielefeld 
Academic Search Engine (BASE), SCIRUS, Scopus Database, Cornell University Library, ScientificCommons,  
ProQuest, EBSCO and more. 

Deadline: see web site 
Notification: see web site
Revision: see web site
Publication: see web site

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For more topics, please see web site https://sites.google.com/site/ijcsis/
 

     
  

      
 
For more information, please visit the journal website (https://sites.google.com/site/ijcsis/) 
 

Context-aware systems 
Networking technologies 
Security in network, systems, and applications 
Evolutionary computation 
Industrial systems 
Evolutionary computation 
Autonomic and autonomous systems 
Bio-technologies 
Knowledge data systems 
Mobile and distance education 
Intelligent techniques, logics and systems 
Knowledge processing 
Information technologies 
Internet and web technologies 
Digital information processing 
Cognitive science and knowledge 

Agent-based systems 
Mobility and multimedia systems 
Systems performance 
Networking and telecommunications 
Software development and deployment 
Knowledge virtualization 
Systems and networks on the chip 
Knowledge for global defense 
Information Systems [IS] 
IPv6 Today - Technology and deployment 
Modeling 
Software Engineering 
Optimization 
Complexity 
Natural Language Processing 
Speech Synthesis 
Data Mining 



 Editorial 
Message from Editorial Board 

It is our great pleasure to present the March 2016 issue (Volume 14 Number 3) of the 
International Journal of Computer Science and Information Security (IJCSIS). High quality 
survey and review articles are proposed from experts in the field, promoting insight and 
understanding of the state of the art, and trends in computer science and technology. The 
contents include original research and innovative applications from all parts of the world. 
According to Google Scholar, up to now papers published in IJCSIS have been cited over 5668 
times and the number is quickly increasing. This statistics shows that IJCSIS has established the 
first step to be an international and prestigious journal in the field of Computer Science and 
Information Security. The main objective is to disseminate new knowledge and latest research for 
the benefit of all, ranging from academia and professional communities to industry professionals. 
It especially provides a platform for high-caliber researchers, practitioners and PhD/Doctoral 
graduates to publish completed work and latest development in active research areas. IJCSIS is 
indexed in major academic/scientific databases and repositories: Google Scholar, CiteSeerX, 
Cornell’s University Library, Ei Compendex, ISI Scopus, DBLP, DOAJ, ProQuest, Thomson 
Reuters, ArXiv, ResearchGate, Academia.edu and EBSCO among others.  

On behalf of IJCSIS community and the sponsors, we congratulate the authors and thank the 
reviewers for their dedicated services to review and recommend high quality papers for 
publication. In particular, we would like to thank the international academia and researchers for 
continued support by citing papers published in IJCSIS. Without their sustained and unselfish 
commitments, IJCSIS would not have achieved its current premier status. 

“We support researchers to succeed by providing high visibility & impact value, prestige and 
excellence in research publication.” For further questions or other suggestions please do not 
hesitate to contact us at ijcsiseditor@gmail.com.   
 
A complete list of journals can be found at: 
http://sites.google.com/site/ijcsis/  
IJCSIS Vol. 14, No. 3, March 2016 Edition 

ISSN 1947-5500 © IJCSIS, USA. 

Journal Indexed by (among others): 

 

 
Open Access This Journal is distributed under the terms of the Creative Commons Attribution 4.0 International License 
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, 
provided you give appropriate credit to the original author(s) and the source. 

 

 



 
 

 
 
 

Bibliographic Information 
ISSN: 1947-5500 

Monthly publication (Regular Special Issues) 
Commenced Publication since May 2009 

 
 
 

Editorial / Paper Submissions: 
IJCSIS Managing Editor 
(ijcsiseditor@gmail.com) 

Pennsylvania, USA 
Tel: +1 412 390 5159 

 



IJCSIS EDITORIAL BOARD 
 
 
Editorial Board Members  Guest Editors / Associate Editors 
 Dr. Shimon K. Modi [Profile]  
 Director of Research BSPA Labs,  
 Purdue University, USA 

 Dr Riktesh Srivastava [Profile] 
 Associate Professor, Information Systems,  
 Skyline    University  College, Sharjah, PO 1797, UAE

 Professor Ying Yang, PhD. [Profile] 
 Computer Science Department, Yale University, USA 

 Dr. Jianguo Ding [Profile] 
 Norwegian University of Science and Technology 
(NTNU), Norway 

 Professor Hamid Reza Naji, PhD. [Profile]
 Department of Computer Enigneering, Shahid Beheshti 
University, Tehran, Iran 

 Dr. Naseer Alquraishi [Profile] 
 University of Wasit, Iraq 

 Professor Yong Li, PhD. [Profile] 
 School of Electronic and Information Engineering, Beijing 
Jiaotong University, 
 P. R. China 

 Dr. Kai Cong [Profile] 
 Intel Corporation, 
 & Computer Science Department, Portland State 
University, USA 

 Professor Mokhtar Beldjehem, PhD. [Profile] 
 Sainte-Anne University, Halifax, NS, Canada 

 Dr. Omar A. Alzubi [Profile] 
 Prince Abdullah Bin Ghazi Faculty of  Information 
Technology 
 Al-Balqa Applied University (BAU), Jordan 

 Professor Yousef Farhaoui, PhD.  
 Department of Computer Science, Moulay Ismail University, 
Morocco 

 Dr. Jorge A. Ruiz-Vanoye [Profile] 
 Universidad Autónoma del Estado de Morelos, 
Mexico 

 Dr. Alex Pappachen James [Profile] 
 Queensland Micro-nanotechnology center, Griffith University, 
Australia 

 Prof. Ning Xu,  
 Wuhan University of Technology, China 

 Professor Sanjay Jasola [Profile] 
 Dean, School of Information and Communication Technology,
 Gautam Buddha University 

 Dr. Bilal Alatas [Profile]  
 Department of Software Engineering, Firat University, 
Turkey 

 Dr. Siddhivinayak Kulkarni [Profile] 
 University of Ballarat, Ballarat, Victoria, Australia 

 Dr. Ioannis V. Koskosas,  
 University of Western Macedonia, Greece 

 Dr. Reza Ebrahimi Atani [Profile] 
 University of Guilan, Iran 

 Dr Venu Kuthadi [Profile]  
 University of Johannesburg, Johannesburg, RSA 

 Dr. Umar Ruhi [Profile] 
 University of Ottawa, Canada  

 Dr. Zhihan lv [Profile] 
 Chinese Academy of Science, China 

 Dr. Vahid Esmaeelzadeh [Profile]  
 Iran University of Science and Technology 

 Prof. Ghulam Qasim [Profile] 
 University of Engineering and Technology, Peshawar, 
Pakistan 

 Dr. Jiliang Zhang [Profile] 
 Northeastern University, China 

Prof. Dr. Maqbool Uddin Shaikh [Profile]
 Preston University, Islamabad, Pakistan 

 Dr. Jacek M. Czerniak [Profile] 
 Casimir the Great University in Bydgoszcz, Poland 

Dr. Musa PEKER [Profile]  
 Faculty of Technology, Mugla Sitki Kocman 
University, Turkey

 Dr. Wencan Luo [Profile]  
 University of Pittsburgh, US 

 
ISSN 1947 5500 Copyright © IJCSIS, USA. 



TABLE OF CONTENTS 
 

 
 
1. Paper 290216998: PSNR and Jitter Analysis of Routing Protocols for Video Streaming in Sparse MANET 
Networks, using NS2 and the Evalvid Framework (pp. 1-9) 
 
Sabrina Nefti, Dept. of Computer Science, University Batna 2, Algeria 
Mammar Sedrati, Dept. of Computer Science, University Batna 2, Algeria 
 
Abstract — Advances in multimedia and ad-hoc networking have urged a wealth of research in multimedia delivery 
over ad-hoc networks. This comes as no surprise, as those networks are versatile and beneficial to a plethora of 
applications where the use of fully wired network has proved intricate if not impossible, such as prompt formation of 
networks during conferences, disaster relief in case of flood and earthquake, and also in war activities. It this paper, 
we aim to investigate the combined impact of network sparsity and network node density on the Peak Signal Noise to 
Ratio (PSNR) and jitter performance of proactive and reactive routing protocols in ad-hoc networks. We also shed 
light onto the combined effect of mobility and sparsity on the performance of these protocols. We validate our results 
through the use of an integrated Simulator-Evaluator environment consisting of the Network Simulator NS2, and the 
Video Evaluation Framework Evalvid. 
 
Keywords- PSNR, MANET, Sparsity, Density, Routing protocols, Video Streaming, NS2, Evalvid 
 
 
2. Paper 290216996: Automatically Determining the Location and Length of Coronary Artery Thrombosis 
Using Coronary Angiography (pp. 10-19) 
 
Mahmoud Al-Ayyoub, Ala’a Oqaily and Mohammad I. Jarrah  
Jordan University of Science and Technology Irbid, Jordan 
Huda Karajeh, The University of Jordan Amman, Jordan 
 
Abstract — Computer-aided diagnosis (CAD) systems have gained a lot of popularity in the past few decades due to 
their effectiveness and usefulness. A large number of such systems are proposed for a wide variety of abnormalities 
including those related to coronary artery disease. In this work, a CAD system is proposed for such a purpose. 
Specifically, the proposed system determines the location of thrombosis in x-ray coronary angiograms. The problem 
at hand is a challenging one as indicated by some researchers. In fact, no prior work has attempted to address this 
problem to the best of our knowledge. The proposed system consists of four stages: image preprocessing (which 
involves noise removal), vessel enhancement, segmentation (which is followed by morphological operations) and 
localization of thrombosis (which involves skeletonization and pruning before localization). The proposed system is 
tested on a rather small dataset and the results are encouraging with a 90% accuracy. 
 
Keywords — Heterogeneous wireless networks, Vertical handoff, Markov model, Artificial intelligence, Mobility 
management. 
 
 
3. Paper 29021671: Neutralizing Vulnerabilities in Android: A Process and an Experience Report (pp. 20-29) 
 
Carlos André Batista de Carvalho (#∗) , Rossana Maria de Castro Andrade (∗), Márcio E. F. Maia (∗) , Davi 
Medeiros Albuquerque (∗) , Edgar Tarton Oliveira Pedrosa (∗)  
# Computer Science Department, Federal University of Piaui, Brazil  
* Group of Computer Networks, Software Engineering, and Systems, Federal University of Ceara, Brazil   
 
Abstract — Mobile devices became a natural target of security threats due their vast popularization. That problem is 
even more severe when considering Android platform, the market leader operating system, built to be open and 
extensible. Although Android provides security countermeasures to handle mobile threats, these defense measures are 
not sufficient and attacks can be performed in this platform, exploiting existing vulnerabilities. Then, this paper 



focuses on improving the security of the Android ecosystem with a contribution that is two-fold, as follows: i) a 
process to analyze and mitigate Android vulnerabilities, scrutinizing existing security breaches found in the literature 
and proposing mitigation actions to fix them; and ii) an experience report that describes four vulnerabilities and their 
corrections, being one of them a new detected and mitigated vulnerability. 
 
 
4. Paper 29021655: Performance Analysis of Proposed Network Architecture: OpenFlow vs. Traditional 
Network (pp. 30-39) 
 
Idris Z. Bholebawa (#), Rakesh Kumar Jha (*), Upena D. Dalal (#)  
(#) Department of Electronics and Communication Engineering, S. V. National Institute of Technology, Surat, 
Gujarat, India.  
(*) School of Electronics and Communication Engineering, Shri Mata Vaishno Devi University, Katra, J&K  
 
Abstract – The Internet has been grown up rapidly and supports variety of applications on basis of user demands. Due 
to emerging technological trends in networking, more users are becoming part of a digital society, this will ultimately 
increases their demands in diverse ways. Moreover, traditional IP-based networks are complex and somehow difficult 
to manage because of vertical integration problem of network core devices. Many research projects are under 
deployment in this particular area by network engineers to overcome difficulties of traditional network architecture 
and to fulfill user requirements efficiently. A recent and most popular network architecture proposed is Software-
Defined Networks (SDN). A purpose of SDN is to control data flows centrally by decoupling control plane and data 
plane from network core devices. This will eliminate the difficulty of vertical integration in traditional networks and 
makes the network programmable. A most successful deployment of SDN is OpenFlow-enabled networks. 
In this paper, a comparative performance analysis between traditional network and OpenFlow-enabled network is 
done. A performance analysis for basic and proposed network topologies is done by comparing round-trip propagation 
delay between end nodes and maximum obtained throughput between nodes in traditional and OpenFlow-enabled 
network environment. A small campus network have been proposed and performance comparison between traditional 
network and OpenFlow-enabled network is done in later part of this paper. An OpenFlow-enabled campus network is 
proposed by interfacing virtual node of virtually created OpenFlow network with real nodes available in campus 
network. An implementation of all the OpenFlow-enabled network topologies and a proposed OpenFlow-enabled 
campus network is done using open source network simulator and emulator called Mininet. All the traditional network 
topologies are designed and analyzed using NS2 - network simulator. 
 
Keywords – SDN, OpenFlow, Mininet, Network Topologies, Interfacing Network. 
 
 
5. Paper 29021622: Reverse Program Analyzed with UML Starting from Object Oriented Relationships (pp. 
40-45) 
 
Hamed J. Al-Fawareh, Software Engineering Department, Zarka University, Jordan 
 
Abstract - In this paper, we provide a reverse-tool for object oriented programs. The tool focuses on the technical side 
of maintaining object-oriented program and the description of associations graph for representing meaningful diagram 
between components of object-oriented programs. In software maintenance perspective reverse engineering process 
extracts information to provide visibility of the object oriented components and relations in the software that are 
essential for maintainers. 
 
Keywords: Software Maintenance, Reverse Engineering. 
 
 
6. Paper 29021628: Lifetime Optimization in Wireless Sensor Networks Using FDstar-Lite Routing Algorithm 
(pp. 46-55) 
 
Imad S. Alshawi, College of Computer Science and Information Technology, Basra University, Basra, Iraq 
Ismaiel O. Alalewi, College of Science, Basra University, Basra, Iraq 
 



Abstract — Commonly in Wireless Sensor Networks (WSNs), the biggest challenge is to make sensor nodes that are 
energized by low-cost batteries with limited power run for longest possible time. Thus, energy saving is indispensible 
concept in WSNs. The method of data routing has a pivotal role in conserving the available energy since remarkable 
amount of energy is consumed by wireless data transmission. Therefore, energy efficient routing protocols can save 
battery power and give the network longer lifetime. Using complex protocols to plan data routing efficiently can 
reduce energy consumption but can produce processing delay. This paper proposes a new routing method called 
FDstar-Lite which combines Dstar-Lite algorithm with Fuzzy Logic. It is used to find the optimal path from the source 
node to the destination (sink) and reuse that path in such a way that keeps energy consumption fairly distributed over 
the nodes of a WSN while reducing the delay of finding the routing path from scratch each time. Interestingly, FDstar-
Lite was observed to be more efficient in terms of reducing energy consumption and decreasing end-to-end delay 
when compared with A-star algorithm, Fuzzy Logic, Dstar-Lite algorithm and Fuzzy A-star. The results also show 
that, the network lifetime achieved by FDstar-Lite could be increased by nearly 35%, 31%, 13% and 11% more than 
that obtained by A-star algorithm, Fuzzy Logic, Dstar-Lite algorithm and Fuzzy A-star respectively. 
 
Keywords— Dstar-Lite algorithm, fuzzy logic, network lifetime, routing, wireless sensor network. 
 
 
7. Paper 29021637: An Algorithm for Signature Recognition Based on Image Processing and Neural Networks 
(pp. 56-60) 
 
Ramin Dehgani, Ali Habiboghli 
Department of computer science and engineering, Islamic Azad University, Khoy, Iran 
 
Abstract — Characteristics related to people signature has been extracted in this paper. Extracted Specialty vector 
under neural network has been used for education. After teaching network, signatures have been evaluated by educated 
network to recognize real signature from unreal one. Comparing the results shows that the efficiency of this method 
is better than the other methods. 
 
Index Terms— signature recognition, neural networks, image processing. 
 
 
8. Paper 29021640: A Report on Using GIS in Establishing Electronic Government in Iraq (pp. 61-64) 
 
Ahmed M.JAMEL, Department of Computer Engineering, Erciyes University, Kayseri, Turkey 
Dr. Tolga PUSATLI, Department of Mathematics and Computer Science, Cankaya University, Ankara, Turkey 
 
Abstract — Electronic government initiatives and public participation in them are among the indicators of today's 
development criteria for countries. After the consequent of two wars, Iraq's current position in, for example, the UN's 
e-government ranking is quite low and did not improve in recent years. In the preparation of this work, we are 
motivated by the fact that handling geographic data of the public facilities and resources are needed in most of the e-
government projects. Geographical information systems (GIS) provide the most common tools, not only to manage 
spatial data, but also to integrate with non-spatial attributes of the features. This paper proposes that establishing a 
working GIS in the health sector of Iraq would improve e-government applications. As a case study, investigating 
hospital locations in Erbil has been chosen. It is concluded that not much is needed to start building base works for 
GIS supported e-government initiatives. 
 
Keywords - Electronic government, Iraq, Erbil, GIS, Health Sector. 
 
 
9. Paper 29021642: Satellite Image Classification by Using Distance Metric (pp. 65-68) 
 
Dr. Salem Saleh Ahmed Alamri, Dr. Ali Salem Ali Bin-Sama 
Department of Engineering Geology, Oil & Minerals Faculty, Aden University, Aden, Yemen 
Dr. Abdulaziz Saleh Yeslam Bin–Habtoor  
Department of Electronic and Communication Engineering, Faculty of Engineering & Petrolem, Hadramote 
University, Mokula , Yemen 



 
Abstract — This paper attempts to undertake the study satellite image classification by using six distance metric as 
Bray Curtis Distance Method, Canberra Distance Method, Euclidean Distance Method, Manhattan Distance Method, 
Square Chi Distance Method, Squared Chord Distance Method and they are compared with one another, So as to 
choose the best method for satellite image classification. 
 
Keyword: Satellite Image, Classification, Texture Image, Distance Metric, 
 
 
10. Paper 29021650: Cybercrime and its Impact on E-government Services and the Private Sector in The 
Middle East (pp. 69-73) 
 
Sulaiman Al Amro, Computer Science (CS) Department, Qassim University, Buraydah, Qassim, 51452, KSA 
 
Abstract — This paper will discuss the issue of cybercrime and its impact on both e-government services and the 
private sector in the Middle East. The population of the Middle East has now become increasingly connected, with 
ever greater use of technology. However, the issue of piracy has continued to escalate, without any signs of abating. 
Acts of piracy have been established as the most rapidly growing (and efficient) sector within the Middle East, taking 
advantage of attacks on the infrastructure of information technology. The production of malicious software and new 
methods of breaching security has enabled both amateur and professional hackers and spammers, etc., to target the 
Internet in new and innovative ways, which are, in many respects, similar to legitimate businesses in the region. 
 
Keywords - cybercrimes; government sector; private sectors; Middle East; computer security 
 
 
11. Paper 29021657: Performance Comparison between Forward and Backward Chaining Rule Based Expert 
System Approaches Over Global Stock Exchanges (pp. 74-81) 
 
Sachin Kamley, Deptt. of Computer Application’s S.A.T.I., Vidisha, India  
Shailesh Jaloree, Deptt. of Appl. Math’s and CS S.A.T.I., Vidisha, India  
R.S. Thakur, Deptt. of Computer Application’s M.A.N.I.T., Bhopal, India 
 
Abstract — For the last couple of decade’s stock market has been considered as a most noticeable research area 
everywhere throughout the world because of the quickly developing of the economy. Throughout the years, a large 
portion of the researchers and business analysts have been contributed around there. Extraordinarily, Artificial 
Intelligence (AI) is the principle overwhelming area of this field. In AI, an expert system is one of the understood and 
prevalent techniques that copy the human abilities in order to take care of particular issues. In this research study, 
forward and backward chaining two primary expert system inference methodologies is proposed to stock market issue 
and Common LISP 3.0 based editors are used for designing an expert system shell. Furthermore, expert systems are 
tested on four noteworthy global stock exchanges, for example, India, China, Japan and United States (US). In 
addition, different financial components, for example, Gross Domestic Product (GDP), Unemployment Rate, Inflation 
Rate and Interest Rate are also considered to build the expert knowledge base system. Finally, experimental results 
demonstrate that the backward chaining approach has preferable execution performance over forward chaining 
approach. 
 
Keywords— Stock Market; Artificial Intelligence; Expert System; Macroeconomic Factors; Forward Chaining; 
Backward Chaining; Common LISP 3.0. 
 
 
12. Paper 29021658: Analysis of Impact of Varying CBR Traffic with OLSR & ZRP (pp. 82-85) 
 
Rakhi Purohit, Department of Computer Science & Engineering, Suresh Gyan Vihar University, Jaipur, Rajasthan, 
India 
Bright Keswani, Associate Professor & Head Department of Computer Application, Suresh Gyan Vihar University, 
Jaipur, Rajasthan, India 
 



Abstract — Mobile ad hoc network is the way to interconnect various independent nodes. This network is decentralize 
and not follows any fixed infrastructure. All the routing functionality are controlled by all the nodes. Here nodes can 
be volatile in nature so they can change place in network and effect network architecture. Routing in mobile ad hoc 
network is very much dependent on its protocols which can be proactive and reactive as well as with both features. 
This work consist of analysis of protocols have analyzed in different scenarios with varying data traffic in the network. 
Here OLSR protocol has taken as proactive and ZRP as Hybrid protocol. Some of the calculation metrics have 
evaluated for this analysis. This analysis has performed on well-known network simulator NS2.  
 
Index Terms:- Mobile ad hoc network, Routing, OLSR, Simulation, and NS2. 
 
 
13. Paper 29021662: Current Moroccan Trends in Social Networks (pp. 86-98) 
 
Abdeljalil EL ABDOULI, Abdelmajid CHAFFAI, Larbi HASSOUNI, Houda ANOUN, Khalid RIFI, 
RITM Laboratory, CED Engineering Sciences, Ecole Superieure de Technologie, Hassan II University of 
Casablanca, Morocco 
 
Abstract — The rapid development of social networks during the past decade has lead to the emergence of new forms 
of communication and new platforms like Twitter and Facebook. These are the two most popular social networks in 
Morocco. Therefore, analyzing these platforms can help in the interpretation of Moroccan society current trends. 
However, this will come with few challenges. First, Moroccans use multiple languages and dialects for their daily 
communication, such as Standard Arabic, Moroccan Arabic called “Darija”, Moroccan Amazigh dialect called 
“Tamazight”, French, and English. Second, Moroccans use reduced syntactic structures, and unorthodox lexical forms, 
with many abbreviations, URLs, #hashtags, spelling mistakes. In this paper, we propose a detection engine of 
Moroccan social trends, which can extract the data automatically, store it in a distributed system which is the 
Framework Hadoop using the HDFS storage model. Then we process this data, and analyze it by writing a distributed 
program with Pig UDF using Python language, based on Natural Language Processing (NLP) as linguistic technique, 
and by applying the Latent Dirichlet Allocation (LDA) for topic modeling. Finally, our results are visualized using 
pyLDAvis, WordCloud, and exploratory data analysis is done using hierarchical clustering and other analysis 
methods. 
 
Keywords: distributed system; Framework Hadoop; Pig UDF; Natural Language Processing; Latent Dirichlet 
Allocation; topic modeling; pyLDAvis; wordcloud; exploratory data analysis; hierarchical clustering. 
 
 
14. Paper 29021665: Design Pattern for Multilingual Web System Development (pp. 99-105) 
 
Dr. Habes Alkhraisat, Al Balqa Applied University, Jordan 
 
Abstract — Recently- Multilingual WEB Database system have brought into sharp focus the need for systems to store 
and manipulate text data efficiently in a suite of natural languages. While some means of storing and querying 
multilingual data are provided by all current database systems. In this paper, we present an approach for efficient 
development multilingual web database system with the use of object oriented design principle benefits. We propose 
functional, efficient, dynamic and flexible object oriented design pattern and database system architecture for making 
the performance of the database system to be language independent. Results from our initial implementation of the 
proposed methodology are encouraging indicating the value of proposed approach. 
 
Index Terms— Database System, Design Pattern, Inheritance, Object Oriented, Structured Query Language. 
 
 
15. Paper 29021669: A Model for Deriving Matching Threshold in Fingerprint-based Identity Verification 
System (pp. 106-114) 
 
Omolade Ariyo. O., Fatai Olawale. W.              
Department of Computer Science, University of Ilorin, Ilorin, Nigeria 
 



Abstract - Currently there is a variety of designs and Implementation of biometric especially fingerprint. There is 
currently a standard used for determining matching threshold, which allows vendors to skew their test results in their 
favour by using assumed figure between -1 to +1 or values between 1 and 100%. The research contribution in this 
research work is to formulate an equation to determine the threshold against which the minutia matching score will be 
compare using the features set of the finger itself which is devoid of assumptions. Based on the results of this research, 
it shows that the proposed design and development of a fingerprint-based identity verification system can be achieved 
without riding on assumptions. Thereby, eliminating the false rate of Acceptance and reduce false rate of rejection as 
a result of the threshold computation using the features of the enrolled finger. Further research can be carried out in 
the area of comparing matching result generated from the threshold assumption with the threshold computation 
formulated in this thesis paper. 
 
Keywords: Biometrics; Threshold; Matching; Algorithm; Scoring. 
 
 
16. Paper 29021682: A Sliding Mode Controller for Urea Plant (pp. 115-126) 
 
M. M. Saafan, M. M. Abdelsalam, M. S. Elksasy, S. F. Saraya, and F. F.G. Areed  
Computers and Control Systems Engineering Department, Faculty of Engineering, Mansoura University, Egypt. 
 
Abstract - The present paper introduces the mathematical model of urea plant and suggests two methods for designing 
special purpose controllers. The first proposed method is PID controller and the second is sliding mode controller 
(SMC). These controllers are applied for a multivariable nonlinear system as a Urea Reactor system. The main target 
of the designed controllers is to reduce the disturbance of NH3 pump and CO2 compressor in order to reduce the 
pollution effect in such chemical plant. Simulation results of the suggested PID controller are compared with that of 
the SMC controller. Comparative analysis proves the effectiveness of the suggested SMC controller than the PID 
controller according to disturbance minimization as well as dynamic response. Also, the paper presents the results of 
applying SMC, while maximizing the production of the urea by maximizing the NH3 flow rate. This controller kept 
the reactor temperature, the reactor pressure, and NH3/CO2 ratio in the suitable operating range. Moreover, the 
suggested SMC when compared with other controllers in the literature shows great success in maximizing the 
production of urea. 
 
Keywords: Sliding mode controller, PID controller, urea reactor, Process Control, Chemical Industry, Adaptive 
controller, Nonlinearity. 
 
 
17. Paper 29021683: Transmission Control Protocol and Congestion Control: A Review of TCP Variants (pp. 
127-135) 
 
Babatunde O. Olasoji, Oyenike Mary Olanrewaju, Isaiah O. Adebayo 
Mathematical Sciences and Information Technology Department, Federal University Dutsinma, Katsina State, 
Nigeria. 
 
Abstract - Transmission control protocol (TCP) provides a reliable data transfer in all end-to-end data stream services 
on the internet. There are some mechanisms that TCP has that make it suitable for this purpose. Over the years, there 
have been modifications in TCP algorithms starting from the basic TCP that has only slow-start and congestion 
avoidance algorithm to the modifications and additions of new algorithms. Today, TCP comes in various variants 
which include TCP Tahoe, Reno, new Reno, Vegas, sack etc. Each of this TCP variant has its peculiarities, merits and 
demerits. This paper is a review of four TCP variants, they are: TCP Tahoe, Reno, new Reno and Vegas, their 
congestion avoidance algorithms, and possible future research areas. 
 
Keywords – Transmission control protocol; Congestion Control; TCP Tahoe; TCP Reno; TCP New Reno; TCP Vegas 
 
 
 
 



18. Paper 31011656: Detection of Black Hole Attacks in MANETs by Using Proximity Set Method (pp. 136-
145) 
 
K. Vijaya Kumar, Research Scholar (Karpagam University), Assistant Professor, Department of Computer Science 
Engineering, Vignan’s Institute of Engineering for Women, Visakhapatnam, Andhra Pradesh, India. 
Dr. K. Somasundaram, Professor, Department of Computer Science and Engg., Vel Tech High Tech Dr.RR Dr.SR 
Engineering College, Avadi, Chennai,Tamilnadu India 
 
Abstract - A Mobile Adhoc Networks (MANETS) is an infrastructure less or self-configuring network which contain 
a collection of mobile nodes moving randomly by changing their topology with limited resources. These Networks 
are prone to different types of attacks due to lack of central monitoring facility. The main aim is to inspect the effect 
of black hole attack on the network layer of MANET. A black hole attack is a network layer attack also called sequence 
number attack which utilizes the destination sequence number to claim that it has a shortest route to reach the 
destination and consumes all the packets forwarded by the source. To diminish the effects of such attack, we have 
proposed a detection technique by using Proximity Set Method (PSM) that efficiently detects the malicious nodes in 
the network. The severity of attack depends on the position of the malicious node that is near, midway or far from the 
source. The various network scenarios of MANETS with AODV routing protocol are simulated using NS2 simulator 
to analyze the performance with and without the black hole attack. The performance parameters like PDR, delay, 
throughput, packet drop and energy consumption are measured. The overall throughput and PDR increases with the 
number of flows but reduces with the attack. With the increase in the black hole attackers, the PDR and throughput 
reduces and close to zero as the number of black hole nodes are maximum. The packet drop also increases with the 
attack. The overall delay factor varies based on the position of the attackers. As the mobility varies the delay and 
packet drop increases but PDR and throughput decreases as the nodes moves randomly in all directions. Finally the 
simulation results gives a very good comparison of performance of MANETS with original AODV, with black hole 
attack and applying proximity set method for presence of black hole nodes different network scenarios. 
 
Keywords: AODV protocol, security, black hole attack, NS2 simulator, proximity set method, performance 
parameters. 
 
 
19. Paper 290216995: A Greedy Approach to Out-Door WLAN Coverage Planning (pp. 146-152) 
 
Gilbert M. Gilbert, College of Informatics and Virtual Education, The University of Dodoma 
 
Abstract — Planning for optimal out-door wireless network coverage is one of the core issues in network design. This 
paper considers coverage problem in outdoor-wireless networks design with the main objective of proposing methods 
that offer near-optimal coverage. The study makes use of the greedy algorithms and some specified criteria (field 
strength) to find minimum number of base stations and access points that can be activated to provide maximum 
services (coverage) to a specified number of users. Various wireless network coverage planning scenarios were 
considered to an imaginary town subdivided into areas and a comprehensive comparison among them was done to 
offer desired network coverage that meet the objective. 
 
Keywords — greedy algorithms, outdoor-wlan, coverage planning, greedy algorithms, path loss. 
 
 
20. Paper 29021620: Cerebellar Model Articulation Controller Network for Segmentation of Computer 
Tomography Lung Image (pp. 153-157) 
 
(1) Benita K.J. Veronica, (2) Purushothaman S., Rajeswari P., 
(1) Mother Teresa Women’s University, Kodaikanal, India.  
(2) Associate Professor, Institute of Technology, Haramaya University, Ethiopia. 
 
Abstract - This paper presents the implementation of CMAC network for segmentation of computed tomography lung 
slice. Representative features are extracted from the slice to train the CMAC algorithm. At the end of training, the 
final weights are stored in the database. During the testing the CMAC, a lung slice is presented to obtain the segmented 
image. 



 
Keywords: CMAC; segmentation; computed tomography; lung slice 
 
 
21. Paper 29021625: Performance Evaluation of Pilot-Aided Channel Estimation for MIMO-OFDM Systems 
(pp. 158-162) 
 
B. Soma Sekhar, Dept of ECE, Sanketika Vidhya Parishad Engg. College, Visakhapatnam, Andhra Pradesh, India 
A. Mallikarjuna Prasad, Dept of ECE, University College of Engineering, Kakinada, JNTUK, Andhra Pradesh, 
India 
 
Abstract — In this paper a pilot aided channel estimation for Multiple-Input Multiple-Output/Orthogonal Frequency-
Division Multiplexing (MIMO/ OFDM) systems in time-varying wireless channels is considered. Channel coefficients 
can be modeled by using truncated discrete Fourier Basis Expansion model (Fourier-BEM) and a discrete prolate 
spheroidal sequence model (DPSS). The channel is assumed which is varying linearly with respect to time. Based on 
these models, a weighted average approach is adopted for estimating LTV channels for OFDM symbols. The 
performance analysis between Fourier BEM, DPSS models, Legendre and Chebishev polynomial based on Mean 
square error (MSE) is present. Simulation results show that the DPSS-BEM model outperforms the Fourier Basis 
expansion model. 
 
Index Terms — Basis Expansion Model (BEM), Discrete Prolate Spheroidal Sequence (DPSS), Mean Square Error 
(MSE). 
 
 
22. Paper 29021674: Investigating the Distributed Load Balancing Approach for OTIS-Star Topology (pp. 163-
171) 
 
Ahmad M. Awwad, Jehad Al-Sadi 
 
Abstract — This research effort investigates and proposes an efficient method for load balancing problem for the 
OTIS-Star topology. The proposed method is named OTIS-Star Electronic-Optical-Electronic Exchange Method; 
OSEOEM; which utilizes the electronic and optical technologies facilitated by the OTIS-Star topology. This method 
is based on the previous FOFEM algorithm for OTIS-Cube networks. A complete investigation of the OSEOEM is 
introduced in this paper including a description of the algorithm and the stages of performing Load Balancing, A 
comprehensive analytical and theoretical study to prove the efficiency of this method, and statistical outcomes based 
on common used performance measures has been also presented. The outcome of this investigation proves the 
efficiency of the proposed OSEOEM method.  
 
Keywords — Electronic Interconnection Networks, Optical Networks, Load balancing, Parallel Algorithms, OTIS-
Star Network. 
 
 
23. Paper 29021694: American Sign Language Pattern Recognition Based on Dynamic Bayesian Network (pp. 
172-177) 
 
Habes Alkhraisat, Saqer Alshrah 
Department of Computer Science, Al-Balqa Applied University, Jordan 
 
Abstract — Sign languages are usually developed among deaf communities, which include friends and families of 
deaf people or people with hearing impairment. American Sign Language (ASL) is the primary language used by the 
American Deaf Community. It is not simply a signed representation of English, but rather, a rich natural language 
with a unique structure, vocabulary, and grammar. In this paper, we propose a method for American Sign Language 
alphabet, and number gestures interpretation in a continuous video stream using a dynamic Bayesian network. The 
experimental result, using RWTHBOSTON-104 data set, shows a recognition rate upwards of 99.09%. 
 
Index Terms — American Sign Language (ASL), Dynamic Bayesian Network, Hand Tracking, Feature extraction. 



 
 
24. Paper 2902169910: Identification of Breast Cancer by Artificial Bee Colony Algorithm with Least Square 
Support Vector Machine (pp. 178-183) 
 
S. Mythili, PG & Research Department of Computer Application, Hindusthan College of Arts & Science, 
Coimbatore, India 
Dr. A. V. Senthilkumar, Director, PG & Research Department of Computer Application, Hindusthan College of Arts 
& Science, Coimbatore, India 
 
Abstract - Procedure for the identification of several discriminant factors. A new method is proposed for identification 
of Breast Cancer in Peripheral Blood with microarray Datasets by introducing the Hybrid Artificial Bee Colony (ABC) 
algorithm with Least Squares Support Vector Machine (LS-SVM), namely as ABC-SVM. Breast cancer is identified 
by Circulating Tumor Cells in the Peripheral Blood. The mechanisms that implicate Circulating Tumor Cells (CTC) 
in metastatic disease is notably in Metastatic Breast Cancer (MBC), remain elusive. The proposed work is focused on 
the identification of tissues in Peripheral Blood that can indirectly reveal the presence of cancer cells. By selecting 
publicly available Breast Cancer tissues and Peripheral Blood microarray datasets, we follow two-step elimination. 
 
Keywords: Breast Cancer (BC), Circulating Tumor Cells (CTC), Peripheral Blood (PB), Artificial Bee Colony (ABC), 
Least Squares Support Vector Machine (LSSVM). 
 
 
25. Paper 29021601: Moving Object Segmentation and Vibrant Background Elimination Using LS-SVM (pp. 
184-197) 
 
Mehul C. Parikh, Computer Engineering Department, Chartoar University of Science and Technology, Changa, 
Gujarat, India. 
Kishor G. Maradia, Department ofElectronics and Communication, Government Engineering College, 
Gandhinagar, Gujarat, India 
 
Abstract - Moving object segmentation is a significant research area in the field of computer intelligence due to 
technological and theoretical progress. Many approaches are being developed for moving object segmentation. These 
approaches are useful for specific situation but have many restrictions. Execution speed of these approaches is one of 
the major limitations. Machine learning techniques are used to decrease time and improve quality of result. LS-SVM 
optimizes result quality and time complexity in classification problem. This paper describes an approach to segment 
moving object and vibrant background elimination using the least squares support vector machine method. In this 
method consecutive frame difference was given as an input to bank of Gabor filter to detect texture feature using pixel 
intensity. Mean value of intensity on 4 * 4 block of image and on whole image was calculated and which are then used 
to train LS-SVM model using random sampling. Trained LS-SVM model was then used to segment moving object 
from the image other than the training images. Results obtained by this approach are very promising with improvement 
in execution time. 
 
Key Words: Segmentation, Machine Learning, Gabor filter, LS-SVM. 
 
 
26. Paper 29021609: On Annotation of Video Content for Multimedia Retrieval and Sharing (pp. 198-218) 
 
Mumtaz Khan, Shah Khusro, Irfan Ullah 
Department of Computer Science, University of Peshawar, Peshawar 25120, Pakistan 
 
Abstract - The development of standards like MPEG-7, MPEG-21 and ID3 tags in MP3 have been recognized from 
quite some time. It is of great importance in adding descriptions to multimedia content for better organization and 
retrieval. However, these standards are only suitable for closed-world-multimedia-content where a lot of effort is put 
in the production stage. Video content on the Web, on the contrary, is of arbitrary nature captured and uploaded in a 
variety of formats with main aim of sharing quickly and with ease. The advent of Web 2.0 has resulted in the wide 
availability of different video-sharing applications such as YouTube which have made video as major content on the 



Web. These web applications not only allow users to browse and search multimedia content but also add comments 
and annotations that provide an opportunity to store the miscellaneous information and thought-provoking statements 
from users all over the world. However, these annotations have not been exploited to their fullest for the purpose of 
searching and retrieval. Video indexing, retrieval, ranking and recommendations will become more efficient by 
making these annotations machine-processable. Moreover, associating annotations with a specific region or temporal 
duration of a video will result in fast retrieval of required video scene. This paper investigates state-of-the-art desktop 
and Web-based-multimedia annotation-systems focusing on their distinct characteristics, strengths and limitations. 
Different annotation frameworks, annotation models and multimedia ontologies are also evaluated. 
 
Keywords: Ontology, Annotation, Video sharing web application 
 
 
27. Paper 29021617: A New Approach for Energy Efficient Linear Cluster Handling Protocol In WSN (pp. 219-
227) 
 
Jaspinder Kaur, Varsha Sahni 
 
Abstract - Wireless Sensor Networks (WSN) is a rising field for researchers in the recent years. For obtaining 
durability of network lifetime, and reducing energy consumption, energy efficiency routing protocol play an important 
role. In this paper, we present an innovative and energy efficient routing protocol. A New linear cluster handling 
(LCH) technique towards Energy Efficiency in Linear WSNs with multiple static sinks [4] in a linearly enhanced field 
of 1500m*350m2. We are divided the whole into four equal sub-regions. For efficient data gathering, we place three 
static sinks i.e. one at the centre and two at the both corners of the field. A reactive and Distance plus energy dependent 
clustering protocol Threshold Sensitive Energy efficient with Linear Cluster Handling [4] DE (TEEN-LCH) is 
implemented in the network field. Simulation shows improved results for our proposed protocol as compared to 
TEEN-LCH, in term of throughput, packet delivery ratio and energy consumption. 
 
Keywords: WSN; Routing Protocol; Throughput; Energy Consumption; Packet Delivery 
 
 
28. Paper 29021624: Protection against Phishing in Mobile Phones (pp. 228-233) 
 
Avinash Shende, IT Department, SRM University, Kattankulathur, Chennai, India 
Prof. D. Saveetha, Assistant Professor, IT Department, SRM University, Kattankulathur, Chennai, India 
 
Abstract - Phishing is the attempt to get confidential information such as user-names, credit card details, passwords 
and pins, often for malicious reasons, by making people believe that they are communicating with legitimate person 
or identity. In recent years we have seen increase in threat of phishing on mobile phones. In fact, mobile phone 
phishing is more dangerous than phishing on desktop because of limitations of mobile phones like mobile user habits 
and small screen. Existing mechanism made for detecting phishing attacks on computers are not able to avoid phishing 
attacks on mobile devices. We present an anti-phishing mechanism for mobile devices. Our solution verifies if 
webpages is legitimate or not by comparing the actual identity of webpage with the claimed identity of the webpage. 
We will use OCR tool to find the identity claimed by the webpage. 
 
 
29. Paper 29021626: Hybrid Cryptography Technique for Information Systems (pp. 234-243) 
 
Zohair Malki 
Faculty of Computer Science and Engineering, Taibah University, Yanbu, Saudi Arabia 
 
Abstract - Information systems based applications are increasing rapidly in many fields including educational, 
medical, commercial and military areas, which have posed many security and privacy challenges. The key component 
of any security solution is encryption. Encryption is used to hide the original message or information in a new form 
that can be retrieved by the authorized users only. Cryptosystems can be divided into two main types: symmetric and 
asymmetric systems. In this paper we discussed some common systems that belong to both types. Specifically, we 
will discuss, compare and test the implementation for RSA, RC5, DES, Blowfish and Twofish. Then, a new hybrid 



system composed of RSA and RC5 is proposed and tested against these two systems when each used alone. The 
obtained results show that the proposed system achieves better performance. 
 
 
30. Paper 29021629: An Efficient Network Traffic Filtering that Recognize Anomalies with Minimum Error 
Received (pp. 244-256) 
 
Mohammed N. Abdul Wahid and Azizol Bin Abdullah  
Department of Communication Technology and Networks, Faculty of Computer Science and Information 
Technology, University Putra Malaysia, Malaysia 
 
Abstract - The main method is related to processing and filtering data packets on a network system and, more 
specifically, analyzing data packets transmitted on a regular speed communications links for errors and attackers’ 
detection and signal integrity analysis. The idea of this research is to use flexible packet filtering which is a 
combination of both the static and dynamic packet filtering with the margin of support vector machine. Many 
experiments have been conducted in order to investigate the performance of the proposed schemes and comparing 
them with recent software’s that is most relatively to our proposed method that measuring the bandwidth, time, speed 
and errors. These experiments are performed and examined under different network environments and circumstances. 
The comparison has been done and results proved that our method gives less error received from the total analyzed 
packets. 
 
Keywords: Anomaly Detection, Data Mining, Data Processing, Flexible Packet Filtering, Misuse Detection, Network 
Traffic Analyzer, Packet sniffer, Support Vector Machine, Traffic Signature Matching, User Profile Filter. 
 
 
31. Paper 29021634: Proxy Blind Signcryption Based on Elliptic Curve Discrete Logarithm Problem (pp. 257-
262) 
 
Anwar Sadat, Department of Information Technology, kohat University of Science and Technology K-P, Pakistan 
Insaf Ullah, Hizbullah Khattak, Sultan Ullah, Amjad-ur-Rehman 
Department of Information Technology, Hazara Uuniversity Mansehra K-P, Pakistan 
 
Abstract - Nowadays anonymity, rights delegations and hiding information play primary role in communications 
through internet. We proposed a proxy blind signcryption scheme based on elliptic curve discrete logarithm problem 
(ECDLP) meet all the above requirements. The design scheme is efficient and secure because of elliptic curve crypto 
system. It meets the security requirements like confidentiality, Message Integrity, Sender public verifiability, Warrant 
unforgeability, Message Unforgeability, Message Authentication, Proxy Non-Repudiation and blindness. The 
proposed scheme is best suitable for the devices used in constrained environment. 
 
Keywords: proxy signature, blind signature, elliptic curve, proxy blind signcryption. 
 
 
32. Paper 29021646: A Comprehensive Survey on Hardware/Software Partitioning Process in Co-Design (pp. 
263-279) 
 
Imene Mhadhbi, Slim BEN OTHMAN, Slim Ben Saoud  
Department of Electrical Engineering, National Institute of Applied Sciences and Technology, Polytechnic School of 
Tunisia, Advanced Systems Laboratory, B.P. 676, 1080 Tunis Cedex, Tunisia 
 
Abstract - Co-design methodology deals with the problem of designing complex embedded systems, where 
Hardware/software partitioning is one key challenge. It decides strategically the system’s tasks that will be executed 
on general purpose units and the ones implemented on dedicated hardware units, based on a set of constraints. Many 
relevant studies and contributions about the automation techniques of the partitioning step exist. In this work, we 
explore the concept of the hardware/software partitioning process. We also provide an overview about the historical 
achievements and highlight the future research directions of this co-design process. 
 



Keywords: Co-design; embedded system; hardware/software partitioning; embedded architecture 
 
 
33. Paper 29021647: Heterogeneous Embedded Network Evaluation of CAN-Switched ETHERNET 
Architecture (pp. 280-294) 
 
Nejla Rejeb, Ahmed Karim Ben Salem, Slim Ben Saoud 
LSA Laboratory, INSAT-EPT, University of Carthage, TUNISIA 
 
Abstract - The modern communication architecture of new generation transportation systems is described as 
heterogeneous. This new architecture is composed by a high rate Switched ETHERNET backbone and low rate data 
peripheral buses coupled with switches and gateways. Indeed, Ethernet is perceived as the future network standard for 
distributed control applications in many different industries: automotive, avionics and industrial automation. It offers 
higher performance and flexibility over usual control bus systems such as CAN and Flexray. The bridging strategy 
implemented at the interconnection devices (gateways) presents a key issue in such architecture. The aim of this work 
consists on the analysis of the previous mixed architecture. This paper presents a simulation of CAN-Switched 
Ethernet network based on OMNET++. To simulate this network, we have also developed a CAN-Switched Ethernet 
Gateway simulation model. To analyze the performance of our model we have measured the communication latencies 
per device and we have focused on the timing impact introduced by various CAN-Ethernet multiplexing strategies at 
the gateways. The results herein prove that regulating the gateways CAN remote traffic has an impact on the end to 
end delays of CAN flow. Additionally, we demonstrate that the transmission of CAN data over an Ethernet backbone 
depends heavily on the way this data is multiplexed into Ethernet frames. 
 
Keywords: Ethernet, CAN, Heterogeneous Embedded networks, Gateway, Simulation, End to end delay. 
 
 
34. Paper 29021660: Reusability Quality Attributes and Metrics of SaaS from Perspective of Business and 
Provider (pp. 295-312) 
 
Areeg Samir, Nagy Ramadan Darwish  
Information Technology and System, Institute of Statistical Studies and Research 
 
Abstract - Software as a Service (SaaS) is defined as a software delivered as a service. SaaS can be seen as a complex 
solution, aiming at satisfying tenants requirements during runtime. Such requirements can be achieved by providing 
a modifiable and reusable SaaS to fulfill different needs of tenants. The success of a solution not only depends on how 
good it achieves the requirements of users but also on modifies and reuses provider’s services. Thus, providing 
reusable SaaS, identifying the effectiveness of reusability and specifying the imprint of customization on the 
reusability of application still need more enhancements. To tackle these concerns, this paper explores the common 
SaaS reusability quality attributes and extracts the critical SaaS reusability attributes based on provider side and 
business value. Moreover, it identifies a set of metrics to each critical quality attribute of SaaS reusability. Critical 
attributes and their measurements are presented to be a guideline for providers and to emphasize the business side. 
 
Index Terms - Software as a Service (SaaS), Quality of Service (QoS), Quality attributes, Metrics, Reusability, 
Customization, Critical attributes, Business, Provider. 
 
 
35. Paper 29021661: A Model Driven Regression Testing Pattern for Enhancing Agile Release Management 
(pp. 313-333) 
 
Maryam Nooraei Abadeh, Department of Computer Science, Science and Research Branch, Islamic Azad 
University, Tehran, Iran 
Seyed-Hassan Mirian-Hosseinabadi, Department of Computer Science, Sharif University of Technology, Tehran, 
Iran 
 
Abstract - Evolutionary software development disciplines, such as Agile Development (AD), are test-centered, and 
their application in model-based frameworks requires model support for test development. These tests must be applied 



against changes during software evolution. Traditionally regression testing exposes the scalability problem, not only 
in terms of the size of test suites, but also in terms of complexity of the formulating modifications and keeping the 
fault detection after system evolution. Model Driven Development (MDD) has promised to reduce the complexity of 
software maintenance activities using the traceable change management and automatic change propagation. In this 
paper, we propose a formal framework in the context of agile/lightweight MDD to define generic test models, which 
can be automatically transformed into executable tests for particular testing template models using incremental model 
transformations. It encourages a rapid and flexible response to change for agile testing foundation. We also introduce 
on the-fly agile testing metrics which examine the adequacy of the changed requirement coverage using a new 
measurable coverage pattern. The Z notation is used for the formal definition of the framework. Finally, to evaluate 
different aspects of the proposed framework an analysis plan is provided using two experimental case studies. 
 
Keywords: Agile development, Model Driven testing. On-the fly Regression Testing. Model Transformation. Test Case 
Selection. 
 
 
36. Paper 29021681: Comparative Analysis of Early Detection of DDoS Attack and PPS Scheme against DDoS 
Attack in WSN (pp. 334-342) 
 
Kanchan Kaushal, Varsha Sahni 
Department of Computer Science Engineering, CTIEMT Shahpur Jalandhar, India 
 
Abstract- Wireless Sensor Networks carry out has great significance in many applications, such as battlefields 
surveillance, patient health monitoring, traffic control, home automation, environmental observation and building 
intrusion surveillance. Since WSNs communicate by using radio frequencies therefore the risk of interference is more 
than with wired networks. If the message to be passed is not in an encrypted form, or is encrypted by using a weak 
algorithm, the attacker can read it, and it is the compromise to the confidentiality. In this paper we describe the DoS 
and DDoS attacks in WSNs. Most of the schemes are available for the detection of DDoS attacks in WSNs. But these 
schemes prevent the attack after the attack has been completely launched which leads to data loss and consumes 
resources of sensor nodes which are very limited. In this paper a new scheme early detection of DDoS attack in WSN 
has been introduced for the detection of DDoS attack. It will detect the attack on early stages so that data loss can be 
prevented and more energy can be reserved after the prevention of attacks. Performance of this scheme has been seen 
by comparing the technique with the existing profile based protection scheme (PPS) against DDoS attack in WSN on 
the basis of throughput, packet delivery ratio, number of packets flooded and remaining energy of the network. 
 
Keywords: DoS and DDoS attacks, Network security, WSN 
 
 
37. Paper 29021687: Detection of Stealthy Denial of Service (S-DoS) Attacks in Wireless Sensor Networks (pp. 
343-348) 
 
Ram Pradheep Manohar, St. Peter’s University, Chennai  
E. Baburaj, Narayanaguru College of Engineering, Nagercoil 
 
Abstract — Wireless sensor networks (WSNs) supports and involving various security applications like industrial 
automation, medical monitoring, homeland security and a variety of military applications. More researches highlight 
the need of better security for these networks. The new networking protocols account the limited resources available 
in WSN platforms, but they must tailor security mechanisms to such resource constraints. The existing denial of 
service (DoS) attacks aims as service denial to targeted legitimate node(s). In particular, this paper address the stealthy 
denial-of-service (S-DoS)attack, which targets at minimizing their visibility, and at the same time, they can be as 
harmful as other attacks in resource usage of the wireless sensor networks. The impacts of Stealthy Denial of Service 
(S-DoS) attacks involve not only the denial of the service, but also the resource maintenance costs in terms of resource 
usage. Specifically, the longer the detection latency is, the higher the costs to be incurred. Therefore, a particular 
attention has to be paid for stealthy DoS attacks in WSN. In this paper, we propose a new attack strategy namely 
Slowly Increasing and Decreasing under Constraint DoS Attack Strategy (SIDCAS) that leverage the application 
vulnerabilities, in order to degrade the performance of the base station in WSN. Finally we analyses the characteristics 
of the S-DoS attack against the existing Intrusion Detection System (IDS) running in the base station. 



 
Index Terms— resource constraints, denial-of-service attack, Intrusion Detection System 
 
 
38. Paper 2902169912: Intelligent Radios in the Sea (pp. 349-357) 
 
Ebin K. Thomas 
Amrita Center for Wireless Networks & Applications (AmritaWNA), Amrita School of Engineering, Amritapuri, 
Amrita Vishwa Vidyapeetham, Amrita University, India 
 
Abstract - Communication over the sea has huge importance due to fishing and worldwide trade transportation. Current 
communication systems around the world are either expensive or use dedicated spectrum, which lead to crowded 
spectrum usage and eventually low data rates. On the other hand, unused frequency bands of varying bandwidths 
within the licensed spectrum have led to the development of new radios termed Cognitive radios that can intelligently 
capture the unused bands opportunistically by sensing the spectrum. In a maritime network where data of different 
bandwidths need to be sent, such radios could be used for adapting to different data rates. However, there is not much 
research conducted in implementing cognitive radios to maritime environments. This exploratory article introduces 
the concept of cognitive radio, the maritime environment, its requirements and surveys, and some of the existing 
cognitive radio systems applied to maritime environments. 
 
Keywords — Cognitive Radio, Maritime Network, Spectrum Sensing. 
 
 
39. Paper 290216991: Developing Context Ontology using Information Extraction (pp. 358-363) 
 
Ram kumar #, Shailesh Jaloree #, R S Thakur * 
# Applied Mathematics & Computer Application, SATI, Vidisha, India 
* MANIT, Bhopal, India 
 
Abstract — Information Extraction addresses the intelligent access to document contents by automatically extracting 
information applicable to a given task. This paper focuses on how ontologies can be exploited to interpret the 
contextual document content for IE purposes. It makes use of IE systems from the point of view of IE as a knowledge-
based NLP process. It reviews the dissimilar steps of NLP necessary for IE tasks: Rule-Based & Dependency Based 
Information Extraction, Context Assessment. 
 
 
40. Paper 31031601: Challenges and Interesting Research Directions in Model Driven Architecture and Data 
Warehousing: A Survey (pp. 364-398) 
 
Amer Al-Badarneh, Jordan University of Science and Technology 
Omran Al-Badarneh, Devoteam, Riyadh, Saudi Arabia 
 
Abstract - Model driven architecture (MDA) is playing a major role in today's system development methodologies. In 
the last few years, many researchers tried to apply MDA to Data Warehouse Systems (DW). Their focus was on 
automatic creation of Multidimensional model (Start schema) from Conceptual Models. Furthermore, they addressed 
the conceptual modeling of QoS parameters such as Security in early stages of system development using MDA 
concepts. However, there is a room to improve further the DW development using MDA concepts. In this survey we 
identify critical knowledge gaps in MDA and DWs and make a chart for future research to motivate researchers to 
close this breach and improve DW solution’s quality and performance, and also minimize drawbacks and limitations. 
We identified promising challenges and potential research areas that need more work on it. Using MDA to handle DW 
performance, multidimensionality and friendliness aspects, applying MDA to other stages of DW development life 
cycle such as Extracting, Transformation and Loading (ETL) Stage, developing On Line Analytical 
Processing(OLAP) end user Application, applying MDA to Spatial and Temporal DWs, developing a complete, self-
contained DW framework that handles MDA-technical issues together with managerial issues using Capability 
Maturity Model Integration(CMMI) standard or International standard Organization (ISO) are parts of our findings. 
 



Keywords: Data warehousing, Model driven Architecture (MDA), Platform Independent Model (PIM), Platform 
Specific Model (PSM), Common Warehouse Metamodel (CWM), XML Metadata Interchange (XMI). 
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Abstract — In this paper we have proposed a method of creating domain ontology using protégé tool. Existing ontology 
does not take the semantic into context while displaying the information about different modules. This paper proposed 
a methodology for the derivation and implementation of ontology in education domain using protégé 4.3.0 tool. 
 
 
42. Paper 2902169913: Mobility Aware Multihop Clustering based Safety Message Dissemination in Vehicular 
Ad-hoc Network (pp. 404-417) 
 
Nishu Gupta, Dr. Arun Prakash, Dr. Rajeev Tripathi 
Department of Electronics and Communication Engineering 
Motilal Nehru National Institute of Technology Allahabad, Allahabad-211004, INDIA 
 
Abstract - A major challenge in Vehicular Ad-hoc Network (VANET) is to ensure real-time and reliable dissemination 
of safety messages among vehicles within a highly mobile environment. Due to the inherent characteristics of VANET 
such as high speed, unstable communication link, geographically constrained topology and varying channel capacity, 
information transfer becomes challenging. In the multihop scenario, building and maintaining a route under such 
stringent conditions becomes even more challenging. The effectiveness of traffic safety applications using VANET 
depends on how efficiently the Medium Access Control (MAC) protocol has been designed. The main challenge while 
designing such a MAC protocol is to achieve reliable delivery of messages within the time limit under highly 
unpredictable vehicular density. In this paper, Mobility aware Multihop Clustering based Safety message 
dissemination MAC Protocol (MMCS-MAC) is proposed in order to accomplish high reliability, low communication 
overhead and real time delivery of safety messages. The proposed MMCS-MAC is capable of establishing a multihop 
sequence through clustering approach using Time Division Multiple Access mechanism. The protocol is designed for 
highway scenario that allows better channel utilization, improves network performance and assures fairness among 
all the vehicles. Simulation results are presented to verify the effectiveness of the proposed scheme and comparisons 
are made with the existing IEEE 802.11p standard and other existing MAC protocols. The evaluations are performed 
in terms of multiple metrics and the results demonstrate the superiority of the MMCS-MAC protocol as compared to 
other existing protocols related to the proposed work. 
 
Keywords- Clustering, Multihop, Safety, TDMA, V2V,VANET. 
 
 
43. Paper 290216997: Clustering of Hub and Authority Web Documents for Information Retrieval (pp. 418-
422) 
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R. S. Thakur, Department of Computer Application, Maulana Azad National Institute of Technology (MANIT), 
Bhopal, MP, India 
Shailesh Jaloree, Department of applied Mathematics, SATI, Vidisha, Bhopal, MP, India 
 
Abstract - Due to the exponential growth of World Wide Web (or simply the Web), finding and ranking of relevant 
web documents has become an extremely challenging task. When a user tries to retrieve relevant information of high 
quality from the Web, then ranking of search results of a user query plays an important role. Ranking provides an 
ordered list of web documents so that users can easily navigate through the search results and find the information 
content as per their need. In order to rank these web documents, a lot of ranking algorithms (PageRank, HITS, Weight 



PageRank)  have been proposed based upon many factors like citations analysis, content similarity, annotations etc. 
However, the ranking mechanism of these algorithms gives user with a set of non-classified web documents according 
to their query. In this paper, we propose a link-based clustering approach to cluster search results returned from link 
based web search engine. By filtering some irrelevant pages, our approach classified relevant web pages into most 
relevant, relevant and irrelevant groups to facilitate users’ accessing and browsing. In order to increase relevancy 
accuracy, K-mean clustering algorithm is used. Preliminary evaluations are conducted to examine its effectiveness. 
The results show that clustering on web search results through link analysis is promising. This paper also outlines 
various page ranking algorithms.   
 
Keywords - World Wide Web, search engine, information retrieval, Pagerank, HITS, Weighted Pagerank, link 
analysis. 
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Abstract — In this paper, we present an competent approach for dorsal hand vein features extraction from near infrared 
images. The physiological features characterize the dorsal venous network of the hand. These networks are single to 
each individual and can be used as a biometric system for person identification/authentication. An active near infrared 
method is used for image acquisition. The dorsal hand vein biometric system developed has a main objective and 
specific targets; to get an electronic signature using a secure signature device. In this paper, we present our signature 
device with its different aims; respectively: The extraction of the dorsal veins from the images that were acquired 
through an infrared device. For each identification, we need the representation of the veins in the form of shape 
descriptors, which are invariant to translation, rotation and scaling; this extracted descriptor vector is the input of the 
matching step. The optimization decision system settings match the choice of threshold that allows to accept / reject 
a person, and selection of the most relevant descriptors, to minimize both FAR and FRR errors. The final decision for 
identification based descriptors selected by the PSO hybrid binary give a FAR =0% and FRR=0% as results. 
 
Keywords - Biometrics, identification, hand vein, OTSU, anisotropic diffusion filter, top & bottom hat transform, 
BPSO, 
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Abstract - In recent years the processing of blind image separation has been investigated. As a result, a number of 
feature extraction algorithms for direct application of such image structures have been developed. For example, 
separation of mixed fingerprints found in any crime scene, in which a mixture of two or more fingerprints may be 
obtained, for identification, we have to separate them. In this paper, we have proposed a new technique for separating 
a multiple mixed images based on exponentiated transmuted Weibull distribution. To adaptively estimate the 
parameters of such score functions, an efficient method based on maximum likelihood and genetic algorithm will be 
used. We also calculate the accuracy of this proposed distribution and compare the algorithmic performance using the 
efficient approach with other previous generalized distributions. We find from the numerical results that the proposed 
distribution has flexibility and an efficient result. 
 
Keywords- Blind image separation, Exponentiated transmuted Weibull distribution, Maximum likelihood, Genetic 
algorithm, Source separation, FastICA. 
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Abstract—Advances in multimedia and ad-hoc networking have 

urged a wealth of research in multimedia delivery over ad-hoc 

networks. This comes as no surprise, as those networks are 

versatile and beneficial to a plethora of applications where the 

use of fully wired network has proved intricate if not impossible, 

such as prompt formation of networks during conferences, 

disaster relief in case of flood and earthquake, and also in war 

activities. It this paper, we aim to investigate the combined 

impact of network sparsity and network node density on the Peak 

Signal Noise to Ratio (PSNR) and jitter performance of proactive 

and reactive routing protocols in ad-hoc networks. We also shed 

light onto the combined effect of mobility and sparsity on the 

performance of these protocols. We validate our results through 

the use of an integrated Simulator-Evaluator environment 

consisting of the Network Simulator NS2, and the Video 

Evaluation Framework Evalvid. 

 

Keywords- PSNR, MANET, Sparsity, Density, Routing 

protocols, Video Streaming, NS2, Evalvid 
 

I.  INTRODUCTION 

The transmission of multimedia objects over Mobile Ad-
hoc Networks (MANET) network has become the need of the 
day due to critical applications that rely on such networks such 
as the transmission of important images and videos in 
emergency situations. However, this task presents two main 
complexities. The first aspect of intricacy lies in the nature of 
MANET: their mobile and distributed, interference and multi-
hop communication [1], [2]. Since MANETs do not rely on 
pre-existing infrastructure, data is transmitted through multi-
hop routing [3]. This collective effort in data transmission 
requires that each node acts as a router too. Thus, it comes as 
no surprise that the provision of QoS over such networks can 
prove extremely difficult. The second aspect of intricacy lies 
within the nature of multimedia objects, specifically video files 
which are not only bandwidth-hungry but also highly-
demanding in terms of Quality of Service (QoS). Effective 
multimedia transmission dictates minimal delay and in-order 
receipt of packets [1]. Therefore, it has become imperative to 

determine routing protocols that can not only fulfil those QoS 
criteria but are also able to maintain such performance while 
varying the network topology in terms of sparsity and mobility. 
Multimedia transmission may prove particularly challenging in 
sparse MANETs whereby disconnections become more and 
more frequent due to low network node density [3]. 

It this paper, we investigate the PSNR performance of 
proactive and reactive routing protocols for video streaming of 
bandwidth-hungry multimedia video files over sparse MANET 
networks. We also explore the combined effect of mobility and 
sparsity on the PSNR performance. To this end, we use the 
NS2 Network Simulator and the Evalvid Framework tool in 
order to test a renowned protocol of each family, namely 
AODV (reactive), and DSDV (proactive). 

The remainder of the paper is organized as follows: Section 
2 explores the previous work performed in this field. A brief 
description of the System Model adopted in our work is 
presented in Section 3. Section 4 justifies our choice of the 
simulation and evaluation tools used. Next, a detailed work 
approach is described along with simulation configuration in 
Section 5. Results are presented and analyzed in Section 6. 
Finally, conclusions and future work recommendations are 
provided in Section 7. 

II. RELATED WORK 

Various comparative studies have been carried out between 
proactive and reactive protocols [4], [5]. In [5], the QoS 
metrics used for comparison are media access delay, network 
load and throughput. The study in [6] is similar to [5] with the 
addition of retransmission attempts metric. However, the afore-
mentioned studies have not taken into consideration the 
augmented challenges dictated by the transmission of quality-
demanding multimedia objects. A more specific analysis of 
routing protocols for video streaming was undertaken in [7], 
whereby two network structures (25 nodes and 81 nodes) were 
simulated using OPNET in order to assess QoS parameters 
such as throughput, wireless LAN delay, end-to-end delay and 
packet delay variation. In our work, we investigate the 
performance of MANET routing protocols in video streaming 
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on the basis of Peak to Signal Noise Ratio Video Quality 

Model, also called pVQM  [8] as well as jitter.  

III. SYSTEM MODEL 

Fig.  1 shows the overall System Model: initially a video 
file in the raw YUV format is converted into a MPEG4 file. 
This latter is fed into Evalvid to generate a video trace file 
which is the actual video object that is sent over a simulated 
transmission in NS2. The received video file received at the 
receiver node in the simulation environment is fed back into 
Evalvid which generates the PSNR quality model amongst 
various other QoS metrics [9].  

The PSNR quality model is considered as one of the most 
widespread models in assessing video quality in an objective 
manner, as it was developed specifically to emulate the quality 
impression of the Human Visual System (HVS) [11]. 
Furthermore, this model is a derivative of the notorious Signal 
to Noise Ratio (SNR). However, while SNR compares the 
signal energy to the error energy, PSNR compares the 
maximum possible signal energy to the noise energy. This 
subtle difference has shown to yield higher correlation with the 
subjective quality perception than the conventional SNR [12]. 
The following equation is the definition of the PSNR between 
the luminance component Y of source image S and destination 
image D [11]: 
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Fig.  1: System Model: Evalvid Framework integration with NS2 [10] 

IV. SIMULATION AND EVALUATION TOOLS 

A survey of simulation tools for MANET has revealed that 
the NS2 simulator is one of the most widespread tools for 
MANET network simulations with a usage percentage of 
43.8%, largely outperforming its direct competitor namely the 
bespoke tools (27.3%), as can be depicted in Fig. 2 [13]. Based 
on this finding, we opted for NS2 in our work. 

Two main video quality evaluation tools were identified in 
the literature, namely the MSU tool used to extract the 
Structural SIMilarity (SSIM) index [14] and the Evalvid 
Framework, which evaluates the quality of videos transmitted 
over real networks [11]. The advantage that Evalvid presents 
compared to MSU is that it can be integrated into NS2, and 
therefore it is possible to use Evalvid to evaluate the quality of 
a video object transmitted in an NS2 simulation environment 
[12], hence the reason for which we selected Evalvid 
Framework in our work. 

A. The Evalvid Tools 

The Evalvid Framework consists of three main tools [10]. 
In the following tables, we summarize the functionality and the 
parameters of these tools based on their execution in the 
Windows command line tool (cmd). 

TABLE 1: FUNCTIONALITY AND PARAMETERS OF THE “MP4TRACE” TOOL 

Tool  mp4trace 

Functionality Converts the MPEG4 video file to be 

transmitted into a video trace file. This 
trace file is then sent by the source node in 

the NS2 simulation environment to the 

receiver node.  

Usage mp4trace [options] <file 1 > <file 2> 

Parameters Options: 

-[p/f] packet or frame mode  

-s host port: sends the RTP packets to 
specified host and UDP port   

<file 1> the MPEG4 video file to be 

transmitted 
<file 2> the generated trace file generated 

by the tool 

 

 
Fig.  2: Utilization percentages of Simulation Software for MANET [13] 

TABLE 2: FUNCTIONALITY AND PARAMETERS OF THE “ETMP4” TOOL 

Tool  etmp4 

Functionality 1. The video trace file “st” generated by 

mp4trace (Table1) is fed into NS2 and 
two files are generated from the 

simulation: the sender’s frame 

transmission times file “sd”, and the 
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receiver’s frame reception times file 
“rd”.  The etmp4 function generates 

the mpeg4 video file “out” that was 

received at the receiver based on the 
“st”, “sd” and “rd” files as well as the 

original transmitted video file. 

2. This tool also generates QoS metrics 
such as loss rate, debit etc...    

Usage etmp4 -[p|f|F] -[0|x] [-c] <sd> <rd> <st> 

<in> <out> 

Parameters -[p|f|F] packet, frame or complete frame 
mode  

-[0|x]    fill lost section with 0 or truncate  

 [-c] use cumulative jitter in case of 
asynchronous clocks 

<sd>  tcpdump sender 

<rd>  tcpdump receiver 
<st>   trace-file sender 

<in>  transmitted video (original mp4)        

<out> base name of output file 

[PoB] optional Play-out buffer size [ms] 

TABLE 3: FUNCTIONALITY AND PARAMETERS OF THE “PSNR” TOOL 

Tool  Psnr 

Functionality This function generates the PSNR metric 

image by image according to the afore-
mentioned formulae. 

Usage psnr x y <YUV format> <src.yuv> 

<dst.yuv> >  

Parameters x   frame width 

y   frame height 

YUV format: 420, 422, etc.. 

src.yuv: source video 

dst.yuv: distorted video 

 

B. The Integration of Evalvid into NS2 

In order to integrate the Evalvid Tool in NS2, two main 
types of amendments are required: 

 Modifications applied in the NS2 header files and 
Makefile, these are explained in detail in [10]. 

 The addition of new C++ classes into the NS2 core 
code [15][10]: Those classes augment the NS2 
environment with objects that have the capability to 
transmit video trace files (generated by the mp4trace 
tool described in Table 1). We analyzed the code of 
these classes and presented our understanding of their 
augmented video capabilities in Table 4. 

TABLE 4: THE CONTRIBUTION OF THE NEW CLASSES  

New Class 
The Contribution of the New Class in the 

Video Streaming Simulation 

myUDP 

myUDP class extends the NS2 Agent Class 
(and hence has access to the latter’s functions, 

thanks to the inheritance principle). An object 

of myUDP represents the UDP transport 
protocol and has two main video capabilities: 

1. The function «attach-agent», attaches 

the myUDP object to a myEvalvid 
object. Thanks to this attachment, the 

myUDP object can extract the video 

trace file (to be transmitted) from the 
myEvalvid object (to which it is 

attached). 

2. The function “set_filename”, passes to 

the object myUDP a file pointer in which 
it can record the transmission time of 

each transmitted frame (or packet).  

MyEvalvid_

Sink 

Similar to the above, the MyEvalvid_Sink 
class extends the NS2 Agent Class. The main 

two functionalities that contribute to the video 

transmission process over NS2 are as follows: 
1. The function «connect» connects the 

MyUDP object to the MyEvalvid_Sink 

object. This connection renders possible 
the transmission of the video trace file 

(attached to the myUDP sender object) 

to the receiver object MyEvalvid_Sink. 
2. The function « set_filename » allows the 

MyEvalvid_Sink object to record the 

reception time of each received frame 
(or packet). 

myEvalvid 

myEvalvid Class extends the NS2 Traffic 

Class. An object of type myEvalvid represents 

a traffic source of type video and has two 

main capabilities:  

1. Thanks to the function « attach-

tracefile», the myEvalvid object can be 
attached to an object of type Trace (an 

inherent NS2 Class). The Trace object, 
in turn, can be attached to a video trace 

file (generated by mp4trace tool) thanks 

to the function “filename”. This double 
attachment enables the myEvalvid object 

to be attached to the video trace file (to 

be transmitted).   

2. Thanks to the function « attach-agent», 

the myUDP object can be attached to the 

traffic source object myEvalvid which 

encompasses the video trace file (see 
point 1 above). This attachment enables 

the transport object myUDP to transport 

the video trace file (as this data can be 

obtained from the traffic source object 

myEvalvid attached to the transport 

object myUDP). 

V. WORK APPROACH 

Our work approach is summarized in four main steps as 
shown in Fig.  3. Each step in explained separately in the 
following sub-sections.  

 
Fig.  3: Work Steps: (1) Coding (2) Trace File Generation (3) NS2 Simulation 

(4) Evaluation in Evalvid  
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A. The Coding Process 

The type of video files used in our simulations are the 
H.261 standard Common Interface Format (CIF) with 352 × 
288 resolution, as this format is commonly used in video 
teleconferencing, which is one of the important applications of 
MANET. Before a CIF file could be used for simulation 
purposes, it is first encoded into MPEG format, one of 
industrial standards widely used in video streaming over the 
internet [16]. This coding occurs in three stages [10]: 

 First the CIF file is converted into a YUV file, a video data 
format which takes into account human perception. This is 
performed by the ffmpeg codec [17]. The command line is 
as follows: 

ffmpeg -i   CIF_File   Original_Yuv_File.yuv 

 The Yuv file resulting from the above is converted MP4V 
format with the xvi codec [17]. This format is considered as 
the intermediary raw format of MP4: 

xvid_encraw -i Original_Yuv_File.yuv - w 352 -h 288 -
framerate 30 -max_key_interval 30 -o 
Original_MV4_File.m4v 

 Finally, the M4V file (Original_MV4_File.m4v) is coded 
into a MPEG4 file (Original_MP4_File.mp4) with the 
MP4Box codec [17], with the following command line: 

MP4Box -hint -mtu 1024 -fps 30 –add 
Original_MV4_File.m4v Original_MP4_File.mp4 

B. Video Trace File Generation  

The second step consists of generating a video trace file 
from the original MPEG4 video file using the mp4trace tool 
described in Section 4.1. The video trace file contains the frame 
number, type and size and the number of segments in case of 
frame segmentation [11]. The Evalvid tool was originally 
designed to evaluate real video transmissions, hence the reason 
why mp4trace tool specifies the destination URL and port 
number. However, for the sake of our work, this tool is 
executed with an arbitrary IP and Port number, as the sole aim 
of this execution is the generation of the video trace file and not 
its actual transmission over the internet:  

mp4trace -f -s 192.168.0.2 12346 Original_MP4_File .mp4 > 
eval_trace_file 
 

C. Simulation in NS2 

In the first set of simulations, we aim to investigate the 
combined impact of the network node density and network 
sparsity on the PSNR performance of AODV and DSDV. To 
this end, we designed a matrix-based network topology 
whereby nodes are symmetrically placed in a matrix with equal 
horizontal and vertical distances from each other.  By network 
sparsity, we mean how distanced or close the network nodes 
are, whereby the distance between each neighboring nodes in 
the matrix topology is referred to by Distance (D). By network 
node density, we mean the number of nodes that the network 
consists of.  

We begin our simulation with a network with nodes that are 
close to each other (as opposed to sparse network), and 
gradually disperse it, by equally augmenting the vertical and 
horizontal distance between each two neighboring nodes. The 
distances considered are 20m, 50m, 100m, and 150m. In order 
to test the combined effect of network node density and its 
sparsity, we test each network sparsity model with several 
network nodes density ranging from 4, 9, 16, 25, 36, 49 and 64 
nodes. Table 5 shows our simulation configuration. 

In the second set of simulations, we test the impact of 
mobility that results in sparsity on the PSNR performance of 
both AODV and DSDV. To this end, we start the simulation 
with a network in which the nodes are closely distanced from 
each other (D=20m), and which move outward with a constant 
speed; in order to form a sparse matrix (D=150m), as can be 
perceived in Fig.  4. We refer to this scenario in the remainder 
of our paper as Outward Mobility.  

In the third and last set of simulations, we test the effect of 
mobility that results in a network with closely distanced nodes 
on the PSNR performance of both protocols. To this end, we 
commence the simulation with a sparse network (D=150 m), in 
which nodes move inward with a constant speed to form a 
network with closely distanced nodes (D=20m). We refer to 
this scenario in the rest of our paper as Inward Mobility. 

TABLE 5: SIMULATION CONFIGURATION  

Simulation 

Parameter 

Configuration  

Propagation 

Model 
TwoRayGround    

MAC 802.11  

Routing 

Protocols 
AODV, DSDV 

Placement of 

Nodes 

Matrix-based placement with equal 
vertical and horizontal distance between 

nodes. This distance varies from: 

20m, 50m, 100m, and 150m 

Number of Node 4, 9, 16, 25, 49, and 64  
Arranged in matrices of: 

 2 x 2, 3 x 3, 4 x 4, 5 x 5, 6 x 6, 7 x 7, 

and 8 x 8 

Video File 

Frame Size 
2000 frames 

 

 
Fig.  4: Outward Mobility: The nodes are dispersed as a result of mobility. 
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D. Evaluation of the Video Quality 

We evaluate of the quality of the received video file in three 
stages [10] [11]: 

 The generation of the received video file: The Evalvid tool 
etmp4 compares the sender’s timestamp file (which 
contains the transmission time of each transmitted frame) 
against the receiver’s timestamp file (which contains the 
reception time of each received frame). Through this 
comparison, and the original MP4 video and the video trace 
file, the tool reconstructs the received MP4 video. During 
this reconstruction process, the tool also measures the delay 
per frame, the frame loss rate, the instantaneous 
transmission as well as well as the reception debit. The 
corresponding command is as follows: 

etmp -f -0  <s_time_trace> <r_time_trace> 
<video_trace_file> Original_Mp4_File.mp4 
Received_MP4_File.mp4 

 The generation of the received Yuv file: using the ffmpeg 
codec and the received video (from the previous step). The 
required command is as follows:  

ffmpeg -i Received_MP4_File.mp4 
Received_Yuv_File.yuv  

 The generation of the PSNR metric: using the psnr Evalvid 
tool which compares the original and the received Yuv files 
in order to calculate the PSNR per frame. The 
corresponding command is as follows:  

psnr 352 288 420 Original_Yuv_File.yuv  
Received_Yuv_File.yuv  

VI. RESULTS AND ANALYSIS 

A.  PSNR Performance Analysis 

The video used in all our simulations is based on “Highway 
CIF” [18]. Fig.  5 shows the PSNR performance of AODV 
when the network sparsity is fixed to D=100m and its density is 
increased. A moving average filter of a 100 frames width was 
used to smooth the results a clearer analysis.  

 

Fig.  5: PSNR Performance of AODV for various network densities (4, 9, 25, 

64) when the distance is fixed to D=100.  

The PSNR variation pattern is maintained across various 
network densities. The PSNR variation pattern is affected by 
the luminosity content of the frames that the transmitted video 
consists of. Since we are transmitting the same video file across 
varying topologies, the luminosity content of each frame of this 
video remains constant. We further verified this by 
investigating the two main drops in PSNR performance in Fig.  
5. The first one occurred approximately at frame F=550, 
corresponding to the approximate video play time of T=21s. 
We observed that during this timeframe, the luminosity is 
decreased due to the appearance of an overtaking black car, as 
can be depicted in Fig.  6.  

The second PSNR major drop occurred between frames 
F=1250 and F=1300, corresponding to the approximate video 
play times of T=41s and T=43s. During this timeframe a dark 
bridge first appears in the video and then the car passes under 
its shadow as shown in Fig.  7. 

Therefore, the PSNR drop in the two cases of Fig. 6 and Fig.  
7 can be justified by the fact that when the luminosity content 
of a frame decreases, the noise energy dominates over the peak 
signal energy, and hence degrading the PSNR. 

 

 
 

Fig.  6: Appearance of a black car at T=21s 

 

 
Fig.  7: Appearance of a bridge and its shadow at T=41s 
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It can also be noted from Fig. 5 that the PSNR performance 
of AODV degrades as the density of the network increases. The 
PSNR decreases by approximately 5dB between frames 
Frame=400 and Frame=600 when upsizing the network from 
N=4 nodes to N=9 nodes. However, this attenuation is less 
significant when the network is further upsized to N=25 nodes 
and N=64 nodes. This is due to the fact that the 4-nodes 
topology allows direct communication between the sender and 
the receiver nodes; however, as the network density is 
augmented to N=9 nodes, data is routed through intermediary 
nodes. In this case, multi-hopping decreases the PSNR 
performance significantly compared to direct sender receiver 
one-hop transmission.  

It can also be seen that AODV registers a sharp rise in 
PSNR between frame F=0 and F=100 for the various network 
topologies, which can be justified by its fast convergence in 
low density networks [19]. 

Fig.  8 compares the PSNR performance of AODV and 
DSDV in two different topologies. A moving average filter of a 
100 frames width was used to smooth the results for a clearer 
analysis. It is clear that AODV outperforms DSDV in small 
sparse networks (D=100m, N=4), with a PSNR difference 
ranging from 5dB to 23dB. When the distance between two 
neighboring nodes is halved from D = 100m to D=50m, the 
PSNR performance of both protocols increases by a range of 
3dB to 10dB and also becomes smoother.This occurs despite 
the fact that the network density is quadrupled from N=4 to 
N=16 nodes.  

In this scenario, it can be concluded that PSNR 
performance of both AODV and DSDV is better in high-
density and low-sparsity networks than in it low-density and 
high-sparsity ones. In fact, extensive simulations demonstrated 
that when increasing the network sparsity, DSDV protocol is 
unable to deliver a video quality that is sufficient enough to 
extract the PSNR metric; Table 6 captures these cases. 

In order to verify this finding, we reconstructed and played 
the video sent over a  network topology of N = 64 nodes and 
D=100m in which DSDV was set as the routing protocol, and 
noted that it was significantly distorted for more than half of 
the video length as captured in Fig.  9.  

B. Jitter Performance Analysis 

Figure 10 shows the jitter performance of ADOV when 
varying the network density. It can be remarked that the jitter 
variation pattern remains similar when varying network 
densities. 

Similar to PSNR, the jitter variation pattern is also 
dependent on the luminosity content of the frames transmitted. 
However, unlike PSNR, jitter performance improves when the 
frame luminosity content is low; as such frames carry less data 
content than frames with high luminosity, and hence enjoy 
better delay variation performance. Indeed, the jitter 
performance improves at approximate frames F=550 and 
F=1250 which have low luminosity content as discussed earlier, 
and shown in Figure 6 and Figure 7. 

 

 

Fig.  8: Comparison of PSNR performance of AODV and DSDV: for two 

scenarios (D=50m, Nodes=16) and (D=100m, Nodes =4).  

TABLE 6: CASES WHERE THE PSNR GENERATION WAS NOT POSSIBLE DUE TO 

INCREASED NETWORK SPARSITY (A: AODV, D: DSDV, Y: PSNR GENERATED, 
N: PSNR NOT GENERATED) 

No of 

Nodes 

D=20 D= 50 D=100 D=150 

A D A D A D A D 

4 Y Y Y Y Y Y Y Y 

9 Y Y Y Y Y N Y N 

16 Y Y Y Y Y N Y N 

25 Y Y Y N Y N Y N 

36 Y Y Y N Y N Y N 

49 Y Y Y N Y N Y N 

64 Y Y Y N Y N Y N 

 

 

Fig.  9: screen captures of the video received across a network topology of D 

= 100m, N=64 nodes, DSDV protocol 
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Fig.  10 also reveals that as we upsize the network, the jitter 

value is slightly degraded with the worst jitter being registered 
for N=64 nodes and the overall jitter ranging from 
approximately -0.1s to 0.05s. This suggests that AODV’s jitter 
performance shows a certain degree of resilience to increasing 
the network density. 

Fig.  11 depicts the jitter performance of DSDV for the 
same network topologies as Fig.  10. As the network density is 
augmented, the jitter metric is significantly degraded, with the 
jitter ranging from -1.5s to -0.2s. Therefore, the DSDV jitter 
performance shows less resilience to network upsizing than 
AODV. This degradation is due to the delay variation incurred 
by the additional multi-hopping that takes place when the 
number of intermediary nodes through which data has to be 
routed increases.  

In order to analyze the jitter performance more closely, we 
considered the various network topologies in Fig.  12. It is clear 
that AODV outperforms DSDV in all four scenarios, what is 
interesting to note though, is that for AODV, jitter varies 
between a small range -0.05s and 0s even when augmenting 
both the network density and sparsity (from N=16 to N=49 and 
from D=20m to D=100m). This suggests that AODV’s jitter 
performance is robust to variations in both network density and 
sparsity.  

 
Fig.  10: Jitter performance of AODV with varying network densities 

(D=20m)  

 
Fig.  11: Jitter performance of DSDV protocol with varying network densities 

(D=20m) 

 

Fig.  12: Comparison of jitter performance for AODV and DSDV for various 

topologies 

DSDV’s jitter performance dropped from -0.25s to -0.8s 
when maintaining the network sparsity (D=20m) and 
increasing its nodes density (from N=16 to N=49). However, 
the DSDV’s jitter degraded significantly from -0.25s to -12s 
when the network density was fixed to N=16 and the network 
sparsity was augmented from D=20m to D=100m. Furthermore, 
when the density was fixed to N=49, an even more 
considerable drop in DSDV’s jitter performance occurred 
(from -0.8s to -60s) when the sparsity increased from D=20m 
to D=100m.  

This suggests that AODV’s jitter performance shows a 
much better resilience to the increase in network sparsity and 
density than DSDV. Furthermore, DSDV’s jitter performance 
is much more resilient to network density than it is to network 
sparsity, as the results showed that increasing the sparsity of 
the network degraded the jitter performance more significantly 
than increasing its density. It can also be noted that as the 
sparsity increased from D=20m to D=100m, the DSDV’s jitter 
falls sharply in the initial F=250 frames and F=1000 frames 
respectively, this is due to the DSDV’s slow convergence in 
low density networks [19] as well as increasing the network 
sparsity. 

C. Mobility: PSNR Performance Analysis 

Fig.  13 depicts the PSNR performance of a 5x5 matrix in 
the Outward Mobility scenario, i.e. the network’s  initial 
sparsity is set to D=20m, and it increases as the nodes move 
outward with a constant speed to eventually form a sparse 
matrix of D=150m.  

It can be observed that AODV’s PSNR performance 
significantly outperforms DSDV’s during the first F=800 
frames. This is due to DSDV’s slow convergence caused by 
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periodic updates of routing tables. This is combined with the 
fact that the network is being dispersed by the nodes movement 
and hence the update of routing tables between two one-hop 
neighbours takes longer as the neighbouring nodes are moving 
away from each other.  

However, from frame F=800 onwards, DSDV registers close 
levels of PSNR compared to AODV. What is interesting to 
note, is that as the sparsity increases toward the end of the 
simulation, DSDV’s PSNR performance outperforms AODV’s. 
As the mobile nodes become more distant from each other, 
AODV’s reactive route discovery process becomes less 
efficient, hence reducing the signal strength of each frame 
compared to its noise content. However, for DSDV, once the 
routing tables’ updates have taken place, DSDV’s pre-
calculated routes allow for a faster route discovery, hence why 
DSDV demonstrates a better PSNR performance towards the 
end of the simulation despite the increasing sparsity of the 
network.  

The opposite scenario is where the network’s initial sparsity 
is set to D=150m and it gradually shrinks to D=20m with the 
nodes moving inward with a constant speed. Due to the fact 
that DSDV PSNR metric cannot be extracted when the network 
is initially very sparse (Table 6), we could not analyse DSDV’s 
PSNR performance in the Inward Mobility scenario.  

Fig.  14 compares AODV’s PSNR performance in Outward 
Mobility against Inward Mobility. It can be observed that for 
approximately the initial 1300 frame, Outward Mobility 
outperforms Inward Mobility in terms of PSNR metric. In 
Outward Mobility, PSNR is stronger initially as the nodes are 
closely positioned from each other, and gradually decreases as 
the network becomes sparser. This explains the reason why in 
Inward Mobility, the PSNR is weaker initially but eventually 
outperforms the Outward Mobility, as the nodes get closer to 
each other towards the end of the simulation. Hence, it can be 
concluded that not only PSNR performance is affected by 
mobility but is also sensitive to the effect that this mobility has 
on the network, i.e. whether the mobility results in a sparse 
network or a closely populated one. 

 

Fig.  13: The impact of Outward Mobility on PSNR for AODV and DSDV 

(N=25 nodes) 

 

Fig.  14: PSNR performance comparison between inward and outward 

mobility for AODV    

VII. CONCLUSIONS AND PERSPECTIVES 

In this paper, we investigated the combined effect of 
network sparsity and density on PSNR and jitter performances 
of two MANET routing protocols namely ADOV (reactive) 
and DSDV (proactive) for video streaming applications. 
Various network sparsity models were designed with varying 
network densities. Simulation and evaluation results presented 
interesting findings. PSNR performance worsens as the density 
of the network increases. Overall, AODV delivers high levels 
of PSNR in faster timeframe than DSDV in the various 
network density and sparsity models analysed in our work. 
Interestingly, sparsity adversely affects PSNR in a much larger 
scale than network density for DSDV. In fact, extensive 
simulations demonstrated that when increasing the network 
sparsity, DSDV protocol is unable to deliver a video quality 
that is sufficient enough to extract the PSNR metric.  

We also explored the effect two types of mobility on the 
PSNR metric namely the Inward and Outward Mobility. It was 
identified that mobility that results in closely populated 
networks improves PSNR. Moreover, mobility that results in 
sparser networks gradually worsens the PSNR performance as 
the network becomes sparser. Interestingly, in the case of 
Outward Mobility, it was noted that while AODV delivers 
better PSNR than DSDV initially, DSDV’s PSNR outperforms 
ADOV’s as the mobile network becomes sparser.  

With respect to jitter performance, results demonstrated that 
AODV’s jitter performance is more resilient to changes in both 
network density and sparsity than DSDV. However DSDV’s 
jitter performance is much more resilient to the increase in 
network density than it is to the augmentation in network 
sparsity. 

Finally, it is important to highlight that our work relied on a 
two-dimensional QoS framework, namely PSNR and jitter 
given that the latter metrics are of paramount importance in 
video streaming. For future work, we propose undertaking a 
multi-dimensional QoS comparative study that encompasses 
the following QoS metrics: frame loss rate, transit delay, 
throughput, in addition to PSNR and jitter. Such study will 
allow a closer analysis of the impact of network density, 
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sparsity, and mobility. We also propose that such a study 
covers further examples of reactive, proactive and hybrid 
protocols such as: TORA, OLSR and ZRP. 

REFERENCES 

[1] S. Ahmad, and J. Reddy, " Delay optimization using Knapsack algorithm 
for multimedia traffic over MANETs ", in Expert Systems with 
Applications, 2015, vol 42, no 20, pp. 6819-6827. 

[2] A. Jamali,and N. Naja, " Comparative analysis of ad hoc networks 
routing protocols for multimedia streaming ", in Multimedia Computing 
and Systems ICMCS'09, IEEE International Conference, 2009, pp. 381-
385. 

[3] M. Rao, and N. Singh,  "Performance analysis of AODV nthBR protocol 
for multimedia transmission under different traffic conditions for sparse 
and densely populated MANETs", in IEEE Green Computing and 
Internet of Things (ICGCIoT), IEEE International Conference, 2015, pp. 
1010-1015. 

[4] P. Sakalley, J. Kumar, " Review and Analysis of Various Mobile Ad 
Hoc Network Routing Protocols ", International Journal of Recent 
Technology and Engineering (IJRTE) ISSN, 2013, pp.2277-3878. 

[5] P. K. Bhardwaj, and S. Sharma, and V. Dubey, " Comparative analysis 
of reactive and proactive protocol of mobile ad-hoc network ", 
International Journal on Computer Science and Engineering, Vol. 4, No. 
7, 2012, pp. 1281. 

[6] J. Singh, and U. Goyal, " An Analysis of Ad hoc Routing Protocols ", 
International Journal of Scientific Engineering and Applied Science 
(IJSEAS), Vol. 1, No. 2, 2015. 

[7] M. Riaz, M. S. I. M. Adnan, and M. Tariqu, " Performance analysis of 
the Routing protocols for video Streaming over mobile ad hoc Networks 
", International Journal of Computer Networks & Communications, Vol. 
4, No. 3, 2012, pp. 133-150. 

[8] S. Wolf, and M. Pinson, "Video quality measurement techniques", 
Technical Report 02-392, Department of Commerce, NTIA, USA, 2002. 

[9] C. H. Ke, C. K. Shieh, W. Hwang, and A. Ziviani, " An Evaluation 
Framework for More Realistic Simulations of MPEG Video 
Transmission ", J. Inf. Sci. Eng, Vol. 24, No. 2, 2008, pp. 425-440. 

[10] C. H. Ke, "How to evaluate MPEG video transmission using the NS2 
simulator?", in http://csie.nqu.edu.tw/smallko, EE Department, NCKU, 
Taiwan University, Taiwan, 2006. 

[11] J. Klaue, J. Rathke, and A. Wolisz, "Evalvid–A framework for video 
transmission and quality evaluation", in Computer performance 
evaluation, Modelling techniques and tools, Springer Berlin Heidelberg, 
2003, pp. 255-272. 

[12] L. Hanzo, and P. J. Cherriman, Wireless Video Communications, 445 
Hoes Lane, Piscataway, 200: IEEE Press, 2001. 

[13] K. Stuart, C. Tracy, and C.Michael, " MANET simulation studies: the 
incredible ", in ACM Mobile Comput Comm Rev, 2005, Vol. 9, No 4. 

[14] E. Aguiar, A. Riker, A. Abelém, A. Cerqueira, and M. Mu, " Video 
quality estimator for wireless mesh networks ", in Quality of Service 
IEEE 20th International Workshop (IWQoS), 2012, pp. 1-9. 

[15] K. Chih-Heng, C. Shieh, W. Hwang, and A. Ziviani," An Evaluation 
Framework for More Realistic Simulations of MPEG Video 
Transmission ", J. Inf. Sci. , Vol. 24, No. 2, 2008, pp. 425-440. 

[16] I. Agi, and L. Gong, " An empirical study of secure MPEG video 
transmissions " in Network and Distributed System Security, 
Proceedings of the IEEE Symposium, 1996, pp. 137-144. 

[17] J. Klaue, "EvalVid - A Video Quality Evaluation Tool-set", in 
http://www2.tkn.tu-berlin.de/research/evalvid/fw.html#bin, 
Telecommunication and Network Group (TKN), Faculty of EE and CS, 
Berlin, 2003. 

[18] J. Klaue, "EvalVid - A Video Quality Evaluation Tool set, in 
http://www2.tkn.tu-berlin.de/research/evalvid/cif.html, 
Telecommunication and Network Group (TKN), Faculty of EE and CS, 
Berlin, 2003. 

[19] A. P. Patil,  N.Sambaturu, and K. Chunhaviriyakul, .” "Convergence 
time evaluation of algorithms in MANETs", in arXiv preprint 
arXiv:0910.1475, 2009. 

  

AUTHORS PROFILE 

 

Sabrina Nefti is currently reading for Masters in Network Architecture at the 
University of HAL, Batna, Algeria. Certified Information Systems Auditor 

(UK, 2010). Previous studies and professional experience: MEng in Computer 

Engineering with First Class Honors from the University of Southampton, 
United Kingdom of Great Britain (2007), IT Senior Consultant at Ernst & 

Young (London, UK, 2007-2014), Assistant Engineer at Advanced Risc 

Machines Limited (Cambridge, UK, 2004-2005); Best Performance Award at 
MEng degree at Southampton University (UK, 2007), The Coulton Medal for 

Achievement in Measuring and Control (UK, 2006), Four Zepler Awards for 

Best Performance at Southampton University, UK (2002, 2003, 2006, 2007). 
Research interests: 5th generation communication protocols, mobile learning, 

Internet of Things, pervasive healthcare. 

 
Maamar Sedrati received his engineering  degree  in  1985  from 

UMC  Constantine,  Algeria  and  he obtained  the Ph.D. degree in 2011 from 

UHL  Batna University,  Algeria. He is currently serving as an assistant 
professor and member of LaSTIC laboratory at the Computer Science 

Department, University of Batna 2, Algeria. His research interests include 

computer networks, Internet technologies and mobile computing, security, 
quality of service for Multimedia applications in wireless and mobile 

networks and several aspects of  the Internet of Things (IoT). He is a member 

of technical program committees in many national and international 
conferences such as ICACIS, CN2TI, IPAC and ICCSA.  

 
 

 

 

 

 

 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 14, No. 3, March 2016

https://dx.doi.org/10.6084/m9.figshare.3153835 9 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 

http://csie.nqu.edu.tw/smallko
http://www2.tkn.tu-berlin.de/research/evalvid/fw.html#bin
http://www2.tkn.tu-berlin.de/research/evalvid/cif.html


International Journal of Computer Science and Information Security (IJCSIS),
Vol. 14, No. 3, 2016

Automatically Determining the Location and Length
of Coronary Artery Thrombosis Using Coronary

Angiography

Mahmoud Al-Ayyoub, Ala’a Oqaily and Mohammad I. Jarrah
Jordan University of Science and Technology

Irbid, Jordan
Emails: maalshbool@just.edu.jo, {alaa.oqaily, jarrahmohammad}@yahoo.com

Huda Karajeh
The University of Jordan

Amman, Jordan
Email: h.karajeh@ju.edu.jo

Abstract—Computer-aided diagnosis (CAD) systems have
gained a lot of popularity in the past few decades due to their
effectiveness and usefulness. A large number of such systems
are proposed for a wide variety of abnormalities including those
related to coronary artery disease. In this work, a CAD system is
proposed for such a purpose. Specifically, the proposed system de-
termines the location of thrombosis in x-ray coronary angiograms.
The problem at hand is a challenging one as indicated by some
researchers. In fact, no prior work has attempted to address
this problem to the best of our knowledge. The proposed system
consists of four stages: image preprocessing (which involves noise
removal), vessel enhancement, segmentation (which is followed by
morphological operations) and localization of thrombosis (which
involves skeletonization and pruning before localization). The
proposed system is tested on a rather small dataset and the results
are encouraging with a 90% accuracy.

Keywords—Heterogeneous wireless networks, Vertical handoff,
Markov model, Artificial intelligence, Mobility management.

I. INTRODUCTION

Computer-aided diagnosis (CAD) systems are interdisci-
plinary systems whose main objective is to aid the physicians
in the diagnosis process by interpreting different symptoms and
tests such as blood tests, biopsies, medical images, etc. From
their name, CAD systems are used to assist the physicians
by offering them some guidance in interpreting test results or
localizing the region of interest (ROI) in images leaving the
final decisions to them. They even operate in an interactive
manner incorporating the physician’s input into the guid-
ance/suggestions they offer. This makes CAD systems different
from automated computer diagnosis systems, in which the
diagnosis depends only on the system’s output.

CAD systems are considered to be domain-specific. They
are optimized for certain types of diseases, diagnosis methods,
parts of the body, etc. They analyze different kinds of input
such as symptoms, laboratory tests, medical images, etc. The
most familiar kind of CAD systems is the one that analyzes
the medical images. They are considered challenging because
they combine the elements of artificial intelligence and digital
images processing. However, there is so much effort put into
such systems to improve their efficiency and accuracy and
to integrate them into the software of the medical imaging
machines that they have spread widely and quickly in the
radiology mainstream to provide quick and accurate diagnosis.

For example it has already become a part of the routine
clinical work for the detection of breast cancer with mam-
mograms at many hospitals in the United States. In general,
CAD systems are beginning to be applied widely in detecting
different types of abnormalities in medical images obtained
by different modalities such as magnetic resonance imaging
(MRI), computed tomography (CT), x-ray images, etc. [15],
[16].

CAD systems are concerned with the computerized extrac-
tion of quantitative measurements from medical images. They
usually consist of several steps including image preprocessing,
feature extraction and analysis and classification based on the
extracted features via the use of machine learning classifiers
such as decision trees and Artificial Neural Network (ANN)
[35]. Following such framework in this work, we design a
CAD system that processes x-ray coronary angiograms to
detect the location of thrombosis in coronary artery vessels.

Coronary artery disease is the most common cause of
sudden death and one of the world’s most important causes
of early mortality. It is the most common reason for death of
men and women over 20 years of age. Coronary artery disease
diagnostic procedure is usually performed in a sequential
manner ending with imaging of the coronary vessels that is
performing coronary angiography test. This test is the most
accurate test amongst all and is considered as the reference
method to confirm the existence of coronary artery disease.
In our work, we examine this test as a reference method to
diagnose the coronary artery disease, in particular the detection
of thrombosis in x-ray angiograms.

Thrombosis is the common cause of heart attack or my-
ocardial infarction (MI) which if not treated properly can cause
sudden and sever death. The heart is surrounded by three
major arteries that supply it with blood and oxygen. MI is
the case when one of these coronary arteries is obstructed
by blood clot (thrombosis) leading to insufficient supply of
blood and oxygen to the heart muscle which consequently
results in tissue death (form a lesion called infarction).We
concentrate on thrombosis that forms in the coronary arteries,
causing MI or heart attack. These types of thrombosis are
detected/visualized invasively by x-ray coronary angiography.
The diagnosis process is considered to be very challenging as
it requires highly experienced physicians. So any improvement
in the diagnostic procedure is highly appreciated and required.
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This research introduces a system for detecting the location of
thrombosis so it can be helpful for improving the diagnostic
process.

The diagnosis of thrombosis is a very challenging task as
it needs lots of visual acuity and requires highly experienced
cardiologists to confirm its existence and differentiate it from
others coronary lesions. This is especially important due to
the rough nature of x-ray images and the amount of noise
and overlapping organs that may appear in the images and
can interrupt the visualization of ROI in addition to other
factors that may affect the quality of the images. Therefore,
the existence of any diagnostic improvements that are efficient
and accurate is highly appreciated. In this work, we design
a CAD system for detecting thrombosis in coronary x-ray
angiograms. To the best of our knowledge, this problem, which
is the localization of coronary artery thrombosis or even the
detection of thrombosis, has not been discussed in any previous
work.

The proposed CAD system has many advantages. First, it
offers the physicians a safe, reliable, efficient and accurate
way requiring minimal effort to aid them in the diagnosis
process. This will allow them to avoid human errors due to
physiological factors, emotional problems, tiredness, stress,
overworking, distractions, etc. Another advantage of the sys-
tem is its potential benefits as a teaching/training tool for senior
medical students and junior residents. Finally, a third advantage
is gained by linking the proposed system with medical images
storage and retrieval system. By doing so, researches would
spend minutes collecting cases for their studies even if the
available cases are in order of millions which would require
months if the proposed system is not used.

The rest of this paper is organized as follows. The fol-
lowing section presents a review of the previous attempts to
address related problems in the literature. Section III illustrates
the methodology followed in this research and the steps under-
taken by the proposed system in detailed manner. Section IV
discusses the experiments and shows the resulting images from
each stage in the proposed system. Finally, the conclusion and
the future works are presented in Section V.

II. RELATED WORKS

This sections starts by giving a brief overview of the
literature on CAD systems before discussing the works that
are more related to the problem at hand. According to [15],
using computers to analyze medical images dates back to the
1960s. Since then, CAD systems have received continuous at-
tention from different researchers in academia and the industry.
CAD systems vary greatly in the tasks they target and the
information they use. While certain organs have received a lot
of attention (such as breast [30], [13], [32], [6], [20], [18],
chest [22], [41], [38], and colon [9], [40]), other organs (such
as brain [5], [3], liver [25], [11], and skeletal and vascular
systems [7], [4], [31]) are less studied. Another variation in
CAD systems is their applicability. While some CAD systems
have been strongly tied with the industry, other CAD systems
are still being honed to be more practical by either enhancing
its accuracy or performance using better algorithms or special
hardware [12], [21], [37], [34], [43], [1].

The following paragraphs briefly discuss the previous work
related to the problem at hand starting. We start with some of
the integral image processing tasks such as vessel extraction
and segmentation.

Vessels extraction from coronary angiography images is
highly desirable in many applications like measuring the
vessel width to detect the existence of stenosis or abnormal
branching or tortuosity, etc. [8], [14]. Most of the works on
coronary angiograms have focused on two main categories: the
preprocessing (vessel enhancement) and segmentation (vessel
segmentation) of coronary angiograms. According to [14], the
literature review on coronary angiography image enhancement
is very limited and it is focused on image enhancement for the
sake of improvement of subsequent segmentation rather than
improving the quality of visualization in clinics. However, for
image segmentation, there have been many methods that visu-
alize the vessels. These methods can be classified into: model
based tracking and propagation, pattern recognition, neural
network, fuzzy and artificial intelligence-based methods. In
[14], the authors covered both the early and recent works
related to vessel segmentation algorithms and techniques. They
presented the algorithms that are specifically used for x-
ray angiography and compared between them according to
different aspects such as the support of several scales, the need
to interact with the user, the ability to handle small vessels and
junctions, etc.

Kirbas et al. [23] provide a survey of vessel extraction (seg-
mentation) techniques and algorithms. The goal of this paper is
to introduce early and recent vessel extraction techniques and
algorithms for the practitioners. The paper classifies the exist-
ing research on vessel extraction techniques and algorithms
by grouping researches that uses similar approaches in the
task of vessel extraction into the same category, and creates
separate categories for methods that are used extensively.
Accordingly this paper introduces six main categories for
vessel segmentation techniques and algorithms, including: (1)
pattern recognition techniques, (2) model based approaches,
(3) tracking-based approaches, (4) artificial intelligence-based
approaches, (5) neural network based approaches and (6)
miscellaneous tube-like object detection approaches. Some of
these categories are further divided into subcategories based on
their intensive use in the literature. The paper tries to introduce
each segmentation category, gives a brief summarization of
the papers that fall into this category and refer the readers
to references for additional information. At the end of each
section the paper presents a comparison between the methods
introduced in this section through a table. The comparison
includes input image type (such as XRA, MRA, CT, etc.),
use of a prior knowledge, dimensionality, user interaction re-
quirement, whether the method implies multi-scale techniques,
result type such as centerline, vessel edges, and junctions, and
whether the method segments the whole vessel tree or not.
Other works on vessel segmentation and analysis include [26],
[10], [19], [42], [28], [24], [36].

While most of the work focused on vessel extraction and
image enhancement, Syeda-Mahmood et al. [39] focused more
on feature extraction from coronary angiograms to support
clinical decisions. It quickly assesses the disease in the current
patient by exploiting the extracted features from images to
end similar coronary angiograms. Specifically it ends the sim-
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ilar coronary angiograms by extracting clinically meaningful
features such as number of significant junction, thickness of
arteries, number of trifurcations tortuosity, lengths of artery
segments and lumen variations. Then, it uses a supervised
learning method called Relevant Component Analysis (RCA)
as it is useful for feature comparison in classification phase.

For more information about the vessel segmentation and
feature extraction algorithms on 3D imaging modalities, one
can refer to Lesage et al. [27], which reviewed the state of the
art literature of vessel segmentation on computed tomogra-
phy angiography (CTA) and magnetic resonance angiography
(MRA) 3D imaging modalities. This review analyzed the
literature according to three high level axes: appearance and
geometric models, image features and extraction schemes. It
did not provide detailed discussion; instead, it only provided
high level discussions. Also, it did not provide a comparison
between the mentioned works. In order to get a highly de-
tailed categorization of existing works on vessel segmentation
algorithms and techniques, the interested reader is referred to
[23], which provided a comparison based study of the existing
works.

To the best of our knowledge there has been no work in the
literature that deals with thrombosis in coronary angiograms.
According to our search in the Internet as well as through
our reading of the surveys in the area of coronary angiograms
processing field that include a lot of the previous and current
works in this field, there have been no evidence of any
research that handles thrombosis. Moreover, Kirbas et al. [23]
mentioned that thrombosis segmentation is a challenging task
without providing any references to any work in this topic.
This supports our beliefs that there is no work that handle
thrombosis detection in coronary angiograms.

III. PROPOSED APPROACH

In this paper, a system is proposed that takes an x-ray
angiogram and determines the location of the ROI (thrombosis)
in conspicuous way to the observer. It consists of the following
four main stages as depicted in Figure 1.

1) The image preprocessing stage which starts with
converting the image from RGB to gray scale as
it is a prerequisite for most of the algorithms in
the following stages. After that, standard filters are
employed to remove the Gaussian and salt and pepper
noise.

2) Vessel enhancement stage, which is essential for the
purposes of vessel segmentation or image feature
extraction. The Frangi filter [17], a widely used filter
customized for such purposes, is used.

3) Image segmentation, in which Otsu’s thresholding
algorithm is used followed by morphological op-
erations to enhance the segmentation and remove
undesirable objects. Such an approach has proven its
effectiveness in previous CAD systems based on gray
scale images [6], [3]. Although the common purpose
of segmentation is to extract features or ROI within
the images and suppress everything else, in this work,
we exploit the absence of ROI to localize thrombosis.

4) Finally, localization of thrombosis stage in which
we use skeletonization algorithms to compute the

Fig. 1: Stages of the proposed system.

centerline/medial axis of the segmented images. The
skeleton is then used to find the location of thrombo-
sis. Finally, a circle is drawn on the original image
indicating the location of thrombosis to provide visual
aid to the physician.

Detailed discussions of these stages are given in the fol-
lowing subsections. Figure 2 shows six sample x-ray images
from our dataset. Each step of the proposed system will be
shown on these sample images.

A. Image Preprocessing

Image preprocessing refers to the process of enhancing
images contrast, boundaries, noise reduction, sharpening of
image features, filtering and other processes that aid the
process of image display and analyses. In this work, we start
by converting the image from RGB to gray scale, which means
that the image will have pixel intensities in the range between
0 and 255. Then, noise removal tools are applied to prepare
the images for the following steps.

Noise is the result of error in image acquisition affecting
the true intensities of the real scene.Medical images in general,
and specifically x-ray images, contain some noise [2]. The
noise in such images gives them a mottled, grainy or snowy
appearance, which reduces image quality and affects its usabil-
ity. The effect of noise is most significant on relatively small
objects with low contrast.In our work we will handle two type
of noise, Gaussian noise and salt and pepper noise.

Gaussian Noise. Gaussian noise is a statistical noise where
its probability density function (called Gaussian distribution) is
equal to probability density function of the normal distribution.
In order to solve the Gaussian noise we use the Wiener filter.
It is a type of linear filters, but it produces results better than
linear filters because it is an adaptive filter that preserves edges
and other high frequency parts of the image. The Wiener filter
is commonly used for noise reduction on an image or signal
and it is known to perform well when the noise is Gaussian.

Salt and Pepper Noise. The salt and pepper or “speckle” noise
is represented as black and white pixels randomly set in the
image giving it the “salt and pepper” appearance.In order to
remove the salt and pepper noise, the median filter is used. It
is a nonlinear digital filtering technique that is widely used in
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Fig. 2: Sample x-ray angiograms.

medical image processing because it is able to remove noise
while preserving edges.

B. Vessel Enhancement

The task of vessel enhancement and extraction from x-
ray angiograms is a challenging task due to many issues
such as weak contrast between the coronary vessels and the
background, strong overlapping shadows of the body organs
and the bones, and easily deformable shape of the vessel tree.
Moreover, the nature of the x-ray images can lead to varying
image quality because of the varying contrast in the images due
to factors like dye dose, patient weight, camera adjustments,
etc., which could affect the quality of the images leading to
more challenges in analyzing them.

Due to its importance, there have been several attempts
to propose effective vessel enhancement and extraction al-
gorithms. See [23], [27], [14] for surveys on most of these
works. After deep search and thorough experimentation, one
algorithm emerged as the top choice for this work based on
its good performance and accurate results when applied to
our dataset. This algorithm is the Frangi filter proposed by
Frangi et al. [17]. It is used as a vessel enhancement algorithm
with the ultimate goal of vessel segmentation. It supports both
2D images such as x-ray images as well as 3D images such
as CTA. Due to its complexity, the Frangi filter will not be

explained in details in this paper. Only a high level description
is provided in the following paragraph.

Similar to its predecessors (the works of Lorenz et al. [29]
and Sato et al. [33]), the Frangi filter uses the eigenvalues of the
Hessian matrix H to derive structural information. One of the
new things about it is that it uses all the eigenvalues (|λ1| ≤
|λ2| ≤ |λ3—) of the Hessian to compute the likeliness of
vessel existence. H is computed using Gaussian derivatives of
the image. The following equation gives the Gaussian second
order derivative in point ~xo of image L at scale s.

∂

∂x
L(~x, s) = sγL(~x)× ∂

∂x
G(~x, s),

where where G(~x, s), the D-dimensional Gaussian, is defined
as follows.

G(~x, s) =
1

√
2πs2

D
e−

‖~x‖2

2s2 (1)

with γ being a normalization parameter. The Frangi filter uses
the following vesselness function that works in a multi-scale
framework in which the maximum and minimum scales at
which vessels are expected to be found are denoted by smin

and smax.
Vo(γ) = max

smin≤s≤smax

Vo(s, γ).

Moreover, the Frangi filter makes use of the following two
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measures based on the second order ellipsoid

RB =
Volume/(4π/3)

(Longest cross section area/π)3/2
=

|λ1|√
|λ2λ3|

(2)

RA =
Longest cross section area/π
(Largest axis semi-length)2

=
|λ2|
|λ3|

(3)

where RB quantifies the deviation from a blob-like structure
and RA help in distinguishing between plate-like and line-like
structures. To deal with background noise, the Frangi filter uses
the Frobenius matrix norm of the Hessian defined as follows.

S = ‖H‖F =

√∑
j≤D

λ2j , (4)

where D is the dimension of the image. Finally, combining
the measures defined in Equations 3-4 gives the following
vesselness measure.

Vo(s) =


0 if λ2 > 0

or λ3 > 0,(
1− e

RA
2

2α2

)
e

RB
2

2β2

(
1− e

S2

2c2

)
otherwise

where α, β and c are user-defined parameters to control the
sensitivity of the line filter to the measures RA, RB and S.
Figure 3 shows the results of applying the Frangi filter on the
images of Figure 2 after applying the noise removal filters.

C. Image Segmentation

Image segmentation is the process of partitioning an image
into distinct regions containing pixels having similar attributes.
It is an integral step in many CAD systems based on image
analysis. In this work, Otsu’s thresholding algorithm is used
followed by morphological operations to enhance the seg-
mentation and remove undesirable objects. Such an approach
has proven its effectiveness in previous CAD systems [6],
[3]. Otsu’s method is a clustering-based image thresholding
technique. In its most basic form, Otsu’s method assumes that
the image to be segmented is composed of two classes, the
foreground and the background, and computes the threshold
that minimizes the intra-class variance. Thus, it performs
best when the image histogram is bi-modal. The image is
segmented based on this global threshold. Figure 4 shows the
results of applying the Otsu’s segmentation algorithm on the
images of Figure 3.

For the segmentation to give useful results for the problem
at hand, morphological operations are used. As discussed in
[6], morphological operations process geometrical structures
and analyze them based on topology, set theory, lattice theory
and random functions. They are widely used for different
images processing tasks.

Erosion and dilation are two basic morphological opera-
tions. They are defined by Equations 5 and 6, respectively.

A	B = {z|(B)z ⊂ A} (5)

A⊕B = {z|(B̂)z ∩A 6= ∅} (6)

where A and B are the image and the structure element, re-
spectively. Afterwards, objects that are not related to the vessel
tree are removed by computing the connected components in
the image (which requires converting it into a binary image)
and discarding small components.

D. Localization of Thrombosis

The resulting image of the previous steps is a binary one
representing the coronary artery vessels. The affected area (the
coronary artery thrombosis) is shown as a disconnection in the
artery vessel. Hence, we focus on finding such disconnections.
To simplify the task at hand, the vessels are reduced to simple
“thin” lines representing their medial access.

Extracting the Vessels Centerlines. In order to extract the
vessel centerline/medial axis, skeletonization (skeleton extrac-
tion) algorithms are used. Skeletons and medial axes are used
interchangeably in the literature; however, some researchers
discuss the subtle differences between them. Here, we make
no such distinction. Even though there are different variants of
skeletonization techniques, the experiments conducted on our
collected dataset revealed that both morphological skeletoniza-
tion algorithm (based on morphological opening) and the thin-
ning algorithm (based on the hit-and-miss transform) perform
well. However, we decide to use the thinning algorithm as its
produced skeletons are more straightened and tidier than those
produced by the morphological openings leading to better
accuracy by the localization algorithm. Figure 5 shows the
results of applying the skeletonization algorithm on the images
of Figure 4 after applying the morphological operations.

Note that after applying the thinning algorithm, undesirable
short spurs (branches of a skeleton line which are not key to
the overall shape of the line) appear. Such spurs are produced
by small irregularities in the boundary of the vessels. They
affect the accuracy of our localization algorithm and they are
removed using a pruning algorithm.

Determining Thrombosis Location. In this step, we deter-
mine the location of thrombosis by exploiting the idea that
it splits the artery vessel into two separate segments. This
is computed through finding the end points of the skeleton
lines representing the artery vessels, and finding the closest
pair of endpoints that do not belong to the same skeleton line.
Once again, we will binary morphological operations to extract
the end points of the skeleton lines. After finding these end
points we can easily sketch a circle indicating the location of
thrombosis on the original image. Figure 6 shows the results of
applying the localization algorithm on the images of Figure 5.

IV. EXPERIMENT AND RESULTS

An evaluation of our proposed algorithm is presented in
this section. The dataset used in this research is collected from
the Cath Lab at King Abdullah University Hospital (KAUH)
and annotated by human experts from the same lab. It consists
of 20 x-ray images acquired from 20 patients. They contain
different views that include the three major coronary arteries:
left anterior descending (LAD), left circumex (LCX) and right
coronary artery (RCA). The process of collecting data is hard
during to the rarity of thrombosis cases at KAUH and the
inefficient image storage and retrieval system; a problem that
will hopefully be solved by adopting our proposed system. For
each case in the dataset, an experienced physician manually
indicates the location of thrombosis. The experiments show
that our proposed system is successful in 90% of the times
despite the varying quality of the dataset images. Figure 6
shows the output of our system for the six cases of Figure 2
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Fig. 3: The results of applying the Frangi filter on the images of Figure 2 after applying the noise removal filters.

and it can be seen that the system managed to automatically
localize thrombosis in a very accurate manner. The only
failures the proposed system face is for two difficult cases in
which thrombosis does not appear clearly even to the human
expert.

According to our human experts, the length of the throm-
bosis can play a significant impact on the treatment path
taken by the cardiologists. So, As an added feature to our
proposed system, the length of the thrombosis is computed.
Figure 7 2 shows sample images from the dataset proving that
our system can be very accurate in determining the length
of thrombosis where the different between the length of the
thrombosis region as computed by our system and the length of
the thrombosis region computed based on the human experts’
annotations does not reach 10%. However, there are cases for
which the proposed system performs less perfectly such as the
one depicted in Figure 8. Focusing on improving the system’s
accuracies for such cases is one of the future directions of this
work.

V. CONCLUSION AND FUTURE WORK

In this work, a CAD system is proposed for determining
the location of thrombosis in x-ray coronary angiograms. The
problem at hand is a challenging one as indicated by some
researchers. In fact, no prior work has attempted to address this
problem to the best of our knowledge. The proposed system

consists of four stages: image preprocessing (which involves
noise removal), vessel enhancement, segmentation (which is
followed by morphological operations) and localization of
thrombosis (which involves skeletonization and pruning before
localization). The proposed system is tested on an in-house
dataset and the results are impressive with a 90% accuracy.
Moreover, the assist the cardiologists determine the best treat-
ment option, the proposed system accurately computes the
length of the thrombosis region.

This work is far from its final stages. After designing a sys-
tem for automatically locating and measuring the thrombosis
region and establishing its accuracy, the next step is to integrate
it into the software of the medical imaging machine as well as
the medical image storage and retrieval systems which would
allow physicians and researchers to take full advantage of it.
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Fig. 7: Comparing the results of the proposed system (the blue dots in the top row of images) with human expert annotation
(the red dots in the bottom row of images).

(a) System generated (b) Human annotated

Fig. 8: A bad case for the proposed system.
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Abstract—Mobile devices became a natural target of security
threats due their vast popularization. That problem is even more
severe when considering Android platform, the market leader
operating system, built to be open and extensible. Although
Android provides security countermeasures to handle mobile
threats, these defense measures are not sufficient and attacks can
be performed in this platform, exploiting existing vulnerabilities.
Then, this paper focuses on improving the security of the
Android ecosystem with a contribution that is two-fold, as follows:
i) a process to analyze and mitigate Android vulnerabilities,
scrutinizing existing security breaches found in the literature and
proposing mitigation actions to fix them; and ii) an experience
report that describes four vulnerabilities and their corrections,
being one of them a new detected and mitigated vulnerability.

I. INTRODUCTION

The vast popularization of mobile devices and the current
trend to use them as both personal and business devices
have turned smartphones and tablets into a natural target of
security threats. That problem becomes specially relevant in
the Android platform, where the number of device shipment
has pushed past 84% of the market share in third quarter of
20151. Following the constant sales growth in Android-based
mobile devices, the number of malwares targeting mobile
devices rises as well [1].

In addition, the openness of the Android ecosystem pro-
duces a security concern. By design principle, Android is built
to permit any developer and manufacturer to contribute to the
platform. In that direction, Android facilitates the customiza-
tion of OS versions, permits applications to be distributed
from alternative app stores, and facilitates device rooting [2].
That flexibility comes with the price of introducing security
breaches.

Android provides important security countermeasures to
handle mobile threats. These measures include application
isolation and the introduction of a permission system. Ap-
plication isolation is present to permit application data to be
secured from other applications, while the permission system
exists to control the resources accessed by an application.

1http://www.gartner.com/newsroom/id/3169417

Although these security mechanisms in Android are robust
and in constant update, many security vulnerabilities have
been found [3]. In this context, researchers in the industry and
academy have been investigating causes and impact of security
vulnerabilities, aiming to improve the overall Android security
[4], [5], [3], [6], [7].

In that direction, this paper focuses on improving the
security of the Android ecosystem with a contribution that
is two-fold, as follows: i) a process to analyze and mitigate
Android vulnerabilities, scrutinizing existing security breaches
found in the literature and proposing mitigation actions to
fix them; and ii) an experience report that describes four
vulnerabilities and their correction, being one of them a new
detected and mitigated vulnerability.

The process presented in this paper is a result of a partner-
ship between academy and industry, and is applied to analyze
existing security breaches found in the literature. Although
the analyzed vulnerabilities are known, some of then can still
be exploited. The vulnerabilities analysis is shown in Attacks
Trends Reports (ATRs), which presents the reproduction steps,
discusses the vulnerability impact, and suggests mitigation
actions, based on the root cause of each vulnerability.

Among the vulnerabilities listed in the ATRs, four are
described in this paper. The first one is a non-cataloged vulner-
ability discovered by our team that permits malicious applica-
tions to access the cryptographic keys used in a Virtual Private
Network (VPN) connection, allowing it to log and decipher
all data transmitted over the active VPN. Additionally, two
root vulnerabilities are described, along with a cross-signed
certificate generating a looped certificate chain, a scenario not
well-handled by Android. These vulnerabilities were fixed,
when we implemented the mitigation actions proposed by us.

In this paper, the security characteristics of the Android
platform are shown in Section II, and the related work in Sec-
tion III. In Section IV, the process employed for vulnerability
analysis is described and the ATRs are summarized. Due to
space limitations, only the fixed vulnerabilities were detailed
in Section V, including the non-cataloged vulnerability. Final
considerations are presented in Section 5, with future work
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suggestions.

II. ANDROID SECURITY

Security is an important principle considered in the design
of computers systems. On top of the security mechanisms
inherited from Linux, the Android operating system reuses
mechanisms from its technological environment (e.g. hard-
ware, programming language and mobile carrier infrastructure)
and incorporates new ones (e.g. application permissions) [8].
Additionally, the Android security mechanisms are constantly
monitored and new breaches are found periodically.

Unknown security breaches are explored in an eventual
attack, affecting security properties of the Android system. In
this research, several vulnerabilities in the Android Software
Stack are analyzed. Thus, to propose a mitigation action, the
root cause of each vulnerability is identified. Hence, it is
necessary to understand the security model employed in the
Android Software Stack, presented in Figure 1.

Fig. 1. Android Software Stack [9]

The Application Layer is the top layer of the Android
software stack. Users interact with this layer to access device
resources, such as to make phone calls and sending/receiving
SMSs, or to use user installed applications (apps). The users
should install applications using the Google Play Store2 or
device producer stores (e.g. LG SmartWorld3. Additionally,
Android permits the installation of apps from other sources,
such as non-official stores (e.g. 1Mobile4), Android Debug
Bridge (ADB), Sideload or downloading of the app APK
(Android Package).

The Android security model is based on application iso-
lation, preventing sensitive information from being exposed
to other applications. This isolation is implemented using
device resource access managed by a permission system. An

2http://play.google.com/
3http://us.lgworld.com/web.main.dev
4http://www.1mobile.com/

Android developer must inform the application permissions
and the user must authorize that access explicitly when the
application is installed. With the permission system, device
resources are protected and can be accessed only by sys-
tem applications, either applications present in the Android
Open Source Project (AOSP) or applications developed by
the original equipment manufacturer (OEM). However, this
control can be bypassed when the device is rooted, a process
with which user applications obtain privileged control over
restricted resources. For instance, user installed applications
in rooted devices may capture Internet packages sent by other
applications (see subsection V-A).

Android applications are executed in a sandbox, where Inter-
Process Communication (IPC) mechanisms are required to
allow application data to be accessed by other applications.
Content Providers manage this communication that is available
in the Application Framework layer. In this layer, there is an
Application Programming Interface (API) providing a set of
functions to be used in application development. Here, one
important source of vulnerabilities is introduced by application
developers, neglecting the security guidelines for application
development [10]. Additionally, it is possible to find vulner-
abilities in the Android Application Framework, such as the
Cross-Signed Certificate, described in subsection V-D.

The next layer contains the Android Native Libraries and
the Android Runtime. The native library is written in C/C++
and compiled, specifically, for each device. Recently, a vul-
nerability in the OpenSSL library, known as Freak SSL5,
was discovered. This vulnerability allows the decryption and
modification of SSL messages.

The Dalvik Virtual Machine and Core Libraries are in the
Android Runtime. The Dalvik VM is optimized to devices with
power and memory restrictions and was completely replaced
by a new VM, called ART (Android Runtime) in Android
Lollipop6. Security is achieved through application isolation
performed by the use of VMs, along with the Linux access
control mechanism [11]. Thus, each application is considered
as a single user, and has no permission to affect other
applications, the operating system, or the user. However, flaws
in this model allow privilege escalation attacks [5], bypassing
this security model.

The base of the Android stack is the Linux-based Android
Kernel. This kernel includes hardware abstractions to allow the
interaction with the device hardware. It provides the following
services: memory management, power management, device
drivers, process management, networking and security [12].
Even with the implementation of several security controls,
there are vulnerabilities found in this layer. For example,
Armando et al. [11] reported a Zygote Process Vulnerability.
This vulnerability was fixed by Google, but we discovered that
the patch applied works only with Java applications and the
vulnerability still reproduce when native code is executed. We
do not describe this vulnerability in this paper, because we

5http://freakattack.com
6https://goo.gl/1Fu2s0
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focus on vulnerabilities fixed by us and that vulnerability has
not been fixed yet.

The Android operating system evolved throughout the years
and, currently, it is in version six, called Marshmallow. In each
version, new functionalities are incorporated7 and vulnerabili-
ties are corrected [3]. In Android Marshmallow, for example,
the permission system was updated, allowing applications to
request permissions at run-time, and users to revoke them at
any time8. Thus, although Android Security has been improved
over the years, there are still security breaches available to
be explored. Although Android Marshmallow is the newest
version, there was no device available with this version during
the development of this research. So, this work is based on the
previous versions: Lollipop and KitKat.

III. RELATED WORK

In the literature, there are some studies about Android
Security. Most of them focus on applications analysis to
identify malicious applications [13], [14], [15], [16], [17], [18]
or vulnerabilities in legitimate applications [10], [19], [20],
[21], [22], [23]. For example, Chin et al. [10] proposed a tool
called ComDroid that searches for vulnerabilities in legitimate
applications related to Unauthorized Intent Receipt or Intent
Spoofing. At the end, the authors presented recommendations
for developers to avoid these vulnerabilities.

Zhou and Jiang [17] analyzed four mobile security soft-
wares and identified a malware detection rate between 20.2%
and 79.6%. Besides, the authors make available an Android
Malware Genome Project9. Zhang et al. [16] used these
malwares samples and automatically detected 93% of them,
using dependency graphs. Likewise, Zhou et al. [18] found
211 malwares in official and alternative Android markets.
In addition to the design of an infrastructure for malware
detection, Delosières and Garcı́a [13] emphasize the existence
of vulnerabilities in the Android Software Stack and malwares
exploiting these vulnerabilities.

Researchers look for this type of vulnerability and propose
countermeasures to mitigate them [4], [5], [24], [25], [6], [7],
[26]. For example, Chin and Wagner [4] explore two vulner-
abilities in WebView and present a tool to detect vulnerable
applications. Currently, WebView can be updated from Google
Play in the newest Android versions (Android 5.0 and higher)
to ensure the bug fixes without OEMs (Original Equipment
Manufacturers) dependence10.

Hei et al. [5] identified two vulnerabilities in Tegra 2
CPU driver and proposed a patch that was accepted by
Google. Jang et al. [24] analyzed the accessibility libraries
of four computing platforms, including Android itself. They
discovered that is possible, for example, to bypass the voice
authentication with a replay attack. Moreover, the authors were
concerned in identifying the root causes of the vulnerabilities
and recommendations for mitigation.

7http://www.cnet.com/news/history-of-android/
8http://developer.android.com/guide/topics/security/permissions.html
9http://www.malgenomeproject.org
10https://goo.gl/x6pB4H

Beyond these related works, there were found vulnerabili-
ties in AAA (Authentication, Authorization and Accounting)
protocols of the 3G and 4G networks [6]. It was presented
the possibility of using free network services and performing
a stealth spam attack, which increases the consumption data
[25]. Smalley and Craig [7] showed the use of SELinux to
mitigate Android vulnerabilities that resulted in, for example,
privilege escalation attacks. It is important to highlight that
SELinux is included in the new Android versions11.

Other interesting study was performed by Vidas et al. [27].
Although they did not examine specific vulnerabilities, they
analyzed the Android security model focusing on the permis-
sion system. Besides, they classified attacks that aim to gain
privileged access in accordance with the attacker capabilities.
Lastly, they proposed six mitigations to this type of attack.
Sun et al. [28] present an analysis of the rooting methods
and applications for rooting detection. It is possible to use a
rooting detection application to verify if a device is rooted
and disable root functions. However, the authors identified the
current methods for rooting detections are ineffective. So it is
necessary to protect the devices against the rooting methods.
In our research, we analyse several types of vulnerabilities,
including the exploited by rooting methods, and propose
mitigations to fix them.

In the industry side, some IT security companies produce
reports that include mobile threats [29], [30], [3], [31], [1],
[32]. Often, these reports focus on malware analysis. However,
McAfee Labs [1] show that mobile users are still exposed to
SSL/TLS vulnerabilities and Google [3] presents vulnerabili-
ties fixed in 2014. Besides, IBM X-Force Team reported some
vulnerabilities, such as the Android vulnerability described by
Hay [33] that was patched in Android KitKat.

The novelty presented in our paper is the development of
mitigation actions of four vulnerabilities, presented in Section
V, and the analysis of several vulnerabilities, in accordance
with a process that can be replicated, presented in the next
section. Additionally one vulnerability discovered by us is
presented in subsection V-A, along with its correction actions.
Our work follows a similar approach of the penetration test
report [34], with the reproduction of vulnerabilities, the evalu-
ation of the impact in the system security, and the proposal of
mitigation actions. Thus, the system security can be improved,
devising defense strategies. To the best of our knowledge,
none of the studies found considered such a vast number of
vulnerabilities and analyze all Android software stack. Most
focused on malwares or only on one vulnerability.

IV. VULNERABILITIES ANALYSIS

In this paper, we describe our experience in the analysis
and mitigation of Android vulnerabilities. Here, results of eight
months of work are summarized. A total of 105 vulnerabilities
were analyzed, and the results were documented in twelve
Attacks Trends Reports (ATRs)12 prepared between September
of 2014 and April 2015.

11http://source.android.com/devices/tech/security/selinux/
12Please contact the authors for more information on the ATRs.
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Fig. 2. Analysis Process

In this section, firstly, a process defined by us for the ATR
production and the analysis of each vulnerability is described.
Next, an overview of the ATRs is done, with the evaluation
of the analyzed vulnerabilities.

A. Analysis Process

The analysis process, presented in Figure 2, is proposed to
be used to guide the entire team during the ATRs production.
The first step is to look for vulnerabilities into specialized sites
in the Internet, especially into vulnerabilities databases, and
security blogs or forums. The National Vulnerability Database
(NVD)13, XDA Developers Forum14 and Kaspersky Blog15

were some sources used.
The found vulnerabilities are organized in a spreadsheet,

called vulnerability catalog, which is filled with basic infor-
mation extracted from the references. The basic information
includes: description, references, reported OS version and
device model, and affected layer of the Android stack. Then, a
team meeting is carried out to evaluate the vulnerabilities, and
decide what vulnerabilities should be analyzed, considering
the following aspects:

• the vulnerability explores design features of the Android
Software Stack;

• there is enough information to permit the vulnerability
reproduction;

• the vulnerability is new and can be reproduced in the
newest Android version; and

• the vulnerability is substantially different from the previ-
ous analyzed vulnerabilities.

The next step is to try to reproduce these vulnerabilities
in flagship devices (top-level device from a specific manufac-
turer) with the newest and official Android versions. During
our vulnerability analysis, the following devices were used:
Google Nexus 5, Samsung Galaxy S3, Samsung Galaxy S5,
LG G2 and LG G3. It is important to highlight that these
devices cover the most important devices of the vendors that
dominate the market in the time of this research.

For this step, we search for artifacts used to reproduce
each vulnerability, such as Proofs of Concept (PoCs), APKs,

13https://nvd.nist.gov/
14http://forum.xda-developers.com/
15http://blog.kaspersky.com/

and exploits. In our work, sometimes none of these artifacts
were available and our team had to develop a PoC. Another
action to try to reproduce the vulnerability is to contact the
vulnerability discoverer trying to obtain more information.
Vulnerabilities that are reproduced are described using a step-
by-step reproduction guide, along with a discussion on the
vulnerability exploration.

The next step is a detailed analysis, identifying the root
cause of a vulnerability. This analysis is performed consid-
ering the particularities of each vulnerability and based on
the Android security model. We used, in this step, the two
techniques normally used in the literature: dynamic analysis
[4], and static analysis [5].

The dynamic analysis is the main mechanism used to verify
the vulnerability behavior. Here, the results of the artifact
execution were analyzed, collecting logs and using auxiliary
tools (e.g. Hooker16). This analysis is performed in controlled
conditions to avoid loss and leakage of sensitive data and, in
the end, devices were repaired to the original state.

In the static analysis of a vulnerability, the source code
of the artifact is analyzed to identify how a vulnerability
is exploited. When the code exploring a vulnerability is
unavailable, reverse engineering using existing decompilers
(e.g. dex2jar17) was executed.

After this vulnerability analysis, mitigation actions to cor-
rect the vulnerability are proposed. Since these actions depend
on the analyzed vulnerability, no generic defense mechanism
is defined in the process. In our work, mitigation actions for
all analyzed vulnerabilities were proposed, and four vulnera-
bilities were fixed and described in Section V.

B. Overview of the ATRs
Our industry partner requested the presentation of Android

vulnerabilities in an easy-to-read report of the analysis results.
The ATR template is based on a penetration test report
published by Offensive Security [34] and it includes a model
for vulnerability evaluation. The partner team validated the
ATR template and the evaluation model.

The vulnerability evaluation is based in existing systems,
such as Common Vulnerability Scoring System (CVSS)18

16https://github.com/kanpol/hk
17http://sourceforge.net/projects/dex2jar/
18https://nvd.nist.gov/cvss.cfm
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and two metrics are used in the evaluation: user impact and
comprehensiveness. Four level are defined for each metric:
Critical, High, Medium and Low. These metrics are subjective
and the evaluation is based in the experience on Android
security of our team and in the references of each vulnerability.

The user impact represents the degree with which a vulner-
ability affects the user. The user impact evaluation is based
on each security property: confidentiality, integrity and avail-
ability. In the confidentiality analysis, for example, the size of
the data leakage and the data sensitiveness (e.g. passwords)
are considered. The availability analysis considers how an
attack affects the ability of the user to use his/her device.
For instance, with which frequency the system is slow or
the services/applications are unavailable. In critical cases, the
device does not power on (e.g. it enters in boot-loop), where
only a factory reset can repair the device. In this case, the
malware is deleted, but the user looses his/her data as well.
Root vulnerabilities (see subsections V-B and V-C) affect the
system integrity because they modify the original system. The
creation or modification of unauthorized data are other cases
that affect system integrity.

The comprehensiveness measures if a vulnerability is widely
exploited, affecting several Android versions, vendors, coun-
tries and user groups. For example, the VPN encryption
keys vulnerability, described in subsection V-A, affects only
the rooted devices. Additionally, the comprehensiveness eval-
uation considers if a vulnerability is easily exploited and
disseminated. This analysis verifies also if the user can identify
an eventual attack, and if an user can easily protect or repair
his/her device.

Each ATR contains the following sections: Executive Sum-
mary; Summary of Results; Vulnerability Analysis Template;
and Vulnerabilities Analysis. The Executive Summary shows
basic definitions, including those related to the vulnerability
evaluation.

The Summary of Results of an ATR presents a brief
description of the selected vulnerabilities for this ATR, with an
evaluation of the user impact and comprehensiveness. Figure
3 exposes the evaluation of the user impact and comprehen-
siveness of the analyzed vulnerabilities. It is possible to verify
the importance of treating the Android security flaws, since
42,86% of the analyzed vulnerabilities has high or critical
impact and high or critical comprehensiveness.

Figure 4 presents the amount of vulnerabilities in ac-
cordance with the security property and the software layer
affected by the vulnerability. It is important to highlight that
one vulnerability can affect more than one security property.
Despite the attempts to look for vulnerabilities in all Android
Software Layers, the found vulnerabilities affect mainly the
Application and Framework layers. A reasonable number of
integrity vulnerabilities in the Kernel layer can be observed,
related mostly to root vulnerabilities.

One of the goals of our process is to verify if the vulnera-
bilities are still being reproduced. In that direction, we were
able to reproduce 45 vulnerabilities (42.86%) in at least one
device. 35 vulnerabilities (36.46%) were reproduced in LG

Fig. 3. User Impact and Comprehensiveness

Fig. 4. Security Properties and Android Software Layers

devices (G2 and G3), where 20 vulnerabilities (20.83%) in
Nexus 5 and 28 vulnerabilities (29.17%) in other devices (e.g.
Galaxy S5 and S3). However, 19 vulnerabilities (18.1%) were
fixed and do not reproduce anymore in our devices.

Unfortunately, not all selected vulnerabilities could be
tested, mainly because of the following reasons: i) lack of
artifacts necessary to perform the reproduction (e.g. specific
phone model); ii) lack of enough information to verify if
a vulnerability is being explored (e.g. detection of a data
leakage). So, 41 vulnerabilities (39.05%) were not tested in
our devices.

The report of each vulnerability analysis is written in
accordance with the Vulnerability Analysis Template. Besides
the basic information, a ATR contains the step-by-step guide
for reproduction and the analysis results with the identification
of the vulnerability root cause and the suggested mitigation
actions. We also observed the particularities in each vulnera-
bility that hinder the creation of a generic solution to fix all
vulnerabilities. In the next section, we detail the analysis and
mitigation of a subset of four vulnerabilities.

V. MITIGATED VULNERABILITIES

The initial focus of this research was to study An-
droid existing/community-reported vulnerabilities, however,
we were also able to propose the process described in the
previous section and identify an unreported vulnerability.
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This section reports our experience on analysing, repro-
ducing and correcting four vulnerabilities: i) VPN Encryption
Keys Vulnerability, ii) IORoot, iii) New Root Method, and iv)
Cross-Signed Certificate. For each vulnerability, the analysis
process is detailed, including a description of the correction
applied.

A. VPN Encryption Keys Vulnerability

The VPN Encryption Keys vulnerability is the non-
cataloged vulnerability detected by us. It is important to
stress that this vulnerability is restricted to IPSec (IP Security
Protocol). This vulnerability allows malicious apps to access
the cryptographic keys used in a Virtual Private Network
(VPN) connection and permits this information to be sent
to third parties. A malicious app is also able to log all
data transmitted over the active VPN connection. With these
two information, it is possible to compromise the secrecy of
communication, deciphering VPNs packages with applications
such as Wireshark19.

The user impact of this vulnerability was considered High
due to the possibility of leaking information transmitted
through a VPN. On the other hand, the comprehensiveness
was considered Medium, since it only works on rooted de-
vices, even though it affects all android models and versions.
However, it is possible an dual attack, rooting a device
before exploiting the VPN vulnerability. This is a network
vulnerability that affects the Kernel layer from the Android
Architecture.

Our team performed the analysis and reproduction of this
vulnerability as follows. A PoC was developed with two
buttons: one to start; and one to finish the packet capturing
process. Before beginning capturing the packets, the user must
manually perform the connection to a VPN. The packets are
captured using an open source packet sniffer, TCPDump20,
which was embedded in the PoC. While the VPN and sniffer
are actived, we access some HTTP site to be verified in
deciphered packets, facilitating the analysis process. After
finishing the capture of the packets, the TCPDump saves the
data in a .pcap file. While still connected to the VPN, the PoC
also executes the command ip xfrm state that returns the VPN
connection cryptographic keys that are saved in other file.

Afterwards, with the help of a PC, it is possible to open
the .pcap file on Wireshark and enable ESP (Encapsulating
Security Payload) decipher. The other file contains the infor-
mation of the two Security Associations (SAs) created while
establishing the IPSec based VPN connection. In Wireshark,
the SA ESPs are configured, as indicated in Figure 5. If all
information was provided correctly, Wireshark deciphers the
data and display the deciphered packets.

The PoC was tested in LG G2, LG G3 and Nexus 5. The
vulnerability was successfully reproduced in all devices and
versions (Android 4.2.2 and 5). It is important to highlight
the fact that any malicious app could perform these steps,

19https://www.wireshark.org/
20http://www.tcpdump.org/

automatically, through a background service. It is possible
to verify if the device is connected to a VPN, starting the
capture of packets when the VPN connection is identified. The
cryptographic keys are also captured and these information are
sent by e-mail or to a third party server.

Fig. 5. ESP SA Example

In principle, it is not possible to avoid the capture of
packets, so we should protect the VPN encryption keys. So,
we considered the ip command as the root cause of the
vulnerability. Then, we suggested as a mitigation action the
removal of the daemon ip or xfrm parameter of this command.
To obtain a more effective solution, it is necessary to protect
the devices against root methods, because it is possible to
restore this command in a rooted device.

The fix was implemented in LG G3 with the removal of the
ip daemon. This fix was applied only in LG G3, because we
only have the G3 code. Further tests were performed to verify
that this vulnerability does not reproduce anymore and that
none Android service is affected. We considered this solution
satisfactory since the device worked as intended, even when
connected to a VPN, and because we did not find in the
literature references that prove the necessity of this command.
This command, for example, does not exist in the MAC OS.
However, it is important to highlight that this command, and
consequently the vulnerability, still exists in other Unix-based
systems.

B. IORoot
A rooted device allows to exploit vulnerabilities, such

as the VPN vulnerability described in previous subsection.
Besides, rooting the device is not recommended by the OEMs,
pointing out that the warranty of the device is canceled after
the user performs this procedure. Although OEMs try to
protect their devices against rooting procedures, there are wide
available mechanisms/apps to perform device rooting. While
some of these mechanisms target specific kernel/OS versions,
like KingRoot21 and TowelRoot22, others are developed for a
specific device/OEM, such as IORoot and New Root Method,
targeting LG flagship devices. The analysis of the IORoot23 is

21http://www.kingroot.net
22http://towelroot.info
23http://goo.gl/jyY8Ft
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described here, while the New Root Method is detailed in the
next subsection.

Root vulnerabilities affect the Android kernel and make the
device vulnerable for allowing applications to access and mod-
ify device sensitive information, then breaking its integrity.
The rooting methods are a big concern for OEMs, and they are
always looking for protective mechanisms against these meth-
ods [28]. For these reasons, the user impact was considered
High. Despite IORoot affects many Android versions, it only
affects devices from one OEM and the user him/herself must
perform the rooting process. Thus, the comprehensiveness was
evaluated as Medium.

IORoot was originally developed as a Windows script to
root the LG G2 on 4.2.2. Since then, IORoot has been updated
and its script now supports several other LG devices. It
was based on the ADB sideload24, which permits the user
to execute scripts as a device administrator. To obtain root
privileges on a device through this method, it is necessary
to connect the device to a PC using a USB cable, turn on
the device debug mode and execute the file ioroot.bat on
Windows or ioroot.sh on Linux. Thereby, an update patch,
named datroot.zip, is installed. It is important to highlight that
the PC should have pre-installed adb-tools. This vulnerability
was tested and successfully reproduced in LG G2 and G3.
However, this vulnerability does not reproduce in G3 with
Android Lollipop.

In the analysis process of this vulnerability, we observed that
the patch basically contains su and daemonsu binaries, and the
install-recovery.sh script. These files are extracted and copied
to the target device. An important fact is that the root privilege
is obtained when the install-recovery.sh script is executed as
device admin and the daemonsu process is initiated. The su
binary allows any app to execute as root. Unfortunately, during
sideload update process, a patch signature verification was
supposed to be performed, but a failure in this step permitted
any script to be executed as device admin. This verification
is fundamental to guarantee that only OEMs’ scripts should
be accepted, so, this verification is considered the root cause
of this vulnerability. We performed a dynamic analysis to
understand the update process by sideload, and we found the
functions executed in this process. We analyzed these functions
and checked that the signature verification is not performed.

In this context, as a mitigation action, we suggested to
modify the sideload, accepting only files signed by the OEM,
or to remove the sideload feature. We decided to remove the
sideload, because is not an indispensable feature for OEM
devices. This feature is mostly used to update Android OS
and there are other methods more adequate (e.g. Firmware
Over the Air). To remove the sideload, we analyzed the
functions used when the update by adb sideload is chosen
from recovery menu. We found the service to fd function of
/bootable/recovery/minadbd/services.c that starts the sideload
service. We commented the lines inherent to this service
initialization, as shown in Figure 6, and an error is returned

24http://goo.gl/yU4o1z

when this option is requested. This approach was successfully
applied in LG G3, in such a way that this rooting method
stopped working. When the G3 Lollipop source code was an-
alyzed, the IORoot vulnerability does not reproduce, because
the patch signature is verified.

Fig. 6. Snippets codes for disabling the sideload service

C. New Root Method

The New Root Method is another root vulnerability an-
alyzed in this paper and it allows the user to gain root
access after the execution of an update script. This method is
comprised of a series of steps detailed by XDA Developers
[35]. It uses the DownloadMode, which is a mechanism
for flashing radio firmware/ROM upgrade. To be able to
communicate with the device under DownloadMode, it uses
an Windows executable file called Send Command.exe. It
connects with the device using a USB interface and sends
commands to DownloadMode. The main command sent to
device is to execute the script lg root.sh. Basically, among
other things, this script puts the files normally used to root a
device (su, daemonsu and install-recovery.sh), sets appropriate
permissions and installs SuperSu app.

The user impact and the comprehensiveness was evaluated
as High and Medium, respectively, similarly to the IORoot
vulnerability. In our tests, LG G2 and LG G3 were successfully
rooted using Android KitKat. An update on this vulnerability
is already available for Lollipop devices25.

Since the Send Command’s code was not available, the
mitigation action proposed is based on the knowledge acquired
by studying the code of DownloadMode. The strategy was to
monitor the steps to perform this root method by placing log
messages during the execution of each step, with a posterior
analysis of these steps. We observed that is necessary to avoid
the execution of the lg root.sh script by sh process. Then, one
possible action was to modify the permissions of sh process,
which was found to not solve the issue.

Another solution was to verify if the execution of sh
command is requested by DownloadMode and to block it. We
thought about blocking the lg root.sh script, but it is possible

25http://goo.gl/d7LFh7
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to rename the file name to bypass this approach. Thus, to
prevent the New Root Method vulnerability to be executed, a
verification was added into the laf cmd execute proc func-
tion of laf cmd.c source code. This function executes the
commands sent to the device, and we added a test to run
only commands different from sh, as shown in Figure 7. This
approach was successfully applied, in such a way that this
rooting method stopped working.

Fig. 7. Snippets codes of the sh process blockade

D. Cross-Signed Certificate

The Cross-Signed Certificates Vulnerability was reported by
the security company Trend Micro26. These certificates can be
created when an entity A signs the certificate of an entity B,
while at the same time, an entity B signs the certificate of
an entity A, as shown in Figure 8. Thus, two cross-signed
certificates result in a looped certificate chain. Unfortunately,
the Android OS does not correctly handle these certificates
and the system can have unexpected behavior, such as system
slow down or forced reboot. There were two identified attacks
scenarios: import a malformed PKCS#12 file with a loop
certificate chain into Android, and install an app signed by
one of the cross-signed certificates.

Fig. 8. Cross-signed certificates examples

This vulnerability affects only the system availability with a
temporary system slow down and the system is back to work
normally after sometime. In our tests, we detected that some

26http://goo.gl/QtORhY

functions (e.g. install an app) only work after a system reboot.
Thus, we considered that the user impact is Low. It is possible
to develop a malware that executes an attack during the device
booting, rising the user impact since it becomes necessary
a factory reset. Although we observed that the vulnerability
affects all pre-5.1 Android versions, the comprehensiveness
was considered Medium because we did not find any return to
the attacker and the system is easily repaired.

The first step to reproduce this vulnerability is the creation
of two cross-signed certificates, using keytool and openssl
commands. Henceforward, to simplify the description of the
process to create the certificates, the entities A and B will be
called Alice and Bob respectively. Firstly, a JKS keystore is
generated with an Alice self-signed certificate. This certificate
is exported to p12 format and then Alice’s private key is
extracted. With openssl commands, Bob’s self-signed certifi-
cate is created. After creating the CSRs (Certificate Signing
Request) to Alice and Bob, an Alice certificate signed by Bob
and a Bob certificate signed by Alice are generated. The next
step it the manual edition of the Alice certificate file, adding
the Bob certificate. Finally, the keystore is updated with Bob’s
self-signed certificate and the new Alice certificate, replacing
Alice’s self-signed certificate.

In the first attack scenario, the cross-signed certificates are
exported to p12 file that is imported on the device. In the
other scenario, an app is signed with the created keystore
before being installed. We reproduced both scenarios in all
tested devices and Android versions, except on Nexus with
Android 5.1. The failures in the certificate validation by
Android Framework allow the attacks because there is no
loop identification in the certificate chain. For example, in the
installing app scenario, the createChain method from JarUtils
class only verify if there is a next certificate in the chain and
if it is self-signed.

We fixed this validation process, adding a test in the
createChain method to verify if the next certificate in the chain
has not been previously verified. If a cross-signed certificate is
found, a SecurityException is launched. Then, it was necessary
also to add an exception treatment in onCreate method from
PackageInstallerActivity class. These corrections can be seen
in Figure 9.

For another scenario (import a malformed PKCS#12 file),
the solution is a little different. We also create a list with
the whole certificate chain, but if a cross-signed certificate is
found, we return null to avoid the installation of malformed
certificates. This modification was done into engineGetCer-
tificateChain method from PKCS12KeyStoreSpi class. Due to
this modification, a NullPointerException can be triggered in
extractPkcs12 method from CredentialHelper class. However
this exception should be treated posteriorly, in doInBack-
ground method from CertInstaller class. This method is an
AsyncTask responsible for the background installation of the
certificates, and we modified it to indicate that the PKCS#12
file is invalid when cross-signed certificates found. In the
failure case, the system thinks that the password is invalid
and ask it again. So, lastly, it was necessary to add a test
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Fig. 9. Snippets codes of the correction in the app installation scenario

in onExtractionDone method from CertInstaller class. In this
test, if the PKCS#12 file is invalid, the user receives an error
message and the import certificate procedure is finished.

It is possible to observe that, in our correction, applications
signed by cross-signed certificates are not installed and cer-
tificates from a malformed PKCS#12 files are not imported.
Additionally, we also created a plan in CTS (Compatibility
Test Suit)27 to verify if our solutions works.

VI. CONCLUSIONS AND FUTURE WORK

As the number of malwares and security attacks aimed
at mobile devices rises, so does the need to devise defense
strategies, in order to protect the user and his/her personal
and business information. In that scenario, protection mecha-
nisms tailored to the Android platform become essential, since
Android calls for more than 80% of the market share.

In this paper, we reported our experience in the analysis
and mitigation of Android vulnerabilities. The high number of
existing vulnerabilities and the impact of them in the Android
security show the importance of this topic and the necessity
of devising defense mechanisms.

Although the analyzed vulnerabilities are known, some
of then can still be exploited. Then, we analyzed existing
vulnerabilities, performing attacks in Android devices and
discussing the attack impact. The goal was to identify attacks
that could be reproduced more easily and the attacks with
higher impact for the user. Each vulnerability was analyzed
individually, using static and dynamic analysis techniques.
Thus, it is possible to understand how the vulnerability is
exploited in order to perform the attack and then to propose
a protective mechanism for each vulnerability. Besides, we
improved the Android security with the correction of four
vulnerabilities.

In this research, an analysis process was defined and used
in the analysis of more than 100 vulnerabilities, summarized
in this paper. Four mitigated vulnerabilities were chosen to be

27https://source.android.com/compatibility/cts/index.html

detailed in this paper, following this process. In analysis of
the root methods and cross-signed certificate vulnerability, we
used the dynamic analysis to identify the path taken during
an attack and the executed functions. After, we analyzed the
source code and proposed code fixes to avoid the attacks.

Moreover, when running that process, another important
contribution was the discovery of one unreported vulnera-
bility. This vulnerability allows malicious apps to access the
cryptographic keys used in a Virtual Private Network (VPN)
connection, to log all data transmitted over the active VPN
connection, and permits this information to be sent to third
parties to be unencrypted using the collected cryptographic
keys. That vulnerability was identified, analyzed and reported,
highlighting its root cause and deploying a mitigation action.

As future work, new vulnerabilities can be analyzed and
fixed using the proposed process. With the acquired knowl-
edge, new vulnerabilities can be discovered. An interesting
research is also the identification of commons features of the
vulnerabilities to classify them. Thus, mechanisms to analyze
and mitigate a specific type of vulnerability, or improvement
for Android operating system can be proposed. It is also
possible to study the tools used in static and dynamic analysis,
proposing improvements or new tools.

Besides, vulnerabilities resulted from application developer
negligence can be considered, generating reports similar to
those presented here. Then, guidelines and tools for helping
developers and the whole development teams to improve the
security of their software, along with a development process
could be presented.
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Abstract – The Internet has been grown up rapidly and supports 

variety of applications on basis of user demands. Due to emerging 

technological trends in networking, more users are becoming part of 

a digital society, this will ultimately increases their demands in 

diverse ways. Moreover, traditional IP-based networks are complex 

and somehow difficult to manage because of vertical integration 

problem of network core devices. Many research projects are under 

deployment in this particular area by network engineers to 

overcome difficulties of traditional network architecture and to 

fulfill user requirements efficiently. A recent and most popular 

network architecture proposed is Software-Defined Networks 

(SDN). A purpose of SDN is to control data flows centrally by 

decoupling control plane and data plane from network core devices. 

This will eliminate the difficulty of vertical integration in traditional 

networks and makes the network programmable. A most successful 

deployment of SDN is OpenFlow-enabled networks. 

In this paper, a comparative performance analysis between 

traditional network and OpenFlow-enabled network is done. A 

performance analysis for basic and proposed network topologies is 

done by comparing round-trip propagation delay between end nodes 

and maximum obtained throughput between nodes in traditional 

and OpenFlow-enabled network environment. A small campus 

network have been proposed and performance comparison between 

traditional network and OpenFlow-enabled network is done in later 

part of this paper. An OpenFlow-enabled campus network is 

proposed by interfacing virtual node of virtually created OpenFlow 

network with real nodes available in campus network. An 

implementation of all the OpenFlow-enabled network topologies and 

a proposed OpenFlow-enabled campus network is done using open 

source network simulator and emulator called Mininet. All the 

traditional network topologies are designed and analyzed using NS2 

- network simulator. 

Keywords – SDN, OpenFlow, Mininet, Network Topologies, 

Interfacing Network. 
 

I. INTRODUCTION 

 
Today the Internet has vastly developed and modern 

technologies can be easily deployed based on networking 

standards. This leads to a huge community of digital society 

accessible at anytime and from anywhere. The Internet has been 

grown up rapidly and supports variety of applications that 

includes web services, broadcasting multimedia, database 

accessing, entertainments, real-time audiovisual communications 

(AVC), computer-to-computer communication, etc. This 

traditional network architecture is distributed control and the 

elements used for the particular complex design is controlled by 

its own firmware installed in their storage space. However, in 

spite of this well-developed approach, a traditional IP-based 

networks are still complex and are somehow difficult to manage. 

A network complexity metrics and network management related 

issues is discussed in [1]. In order to deploy any desire network 

policies in a bounded network architecture, because of its 

distributed nature, a network administrator requires to configure 

each and individual network devices separately. This will be time 

consuming and may lead to increase complexity or may introduce 

faults due to reconfiguration of individual hardware or due to load 

unbalance. The challenging task for network architecture is that 

the network requires to be dynamic in nature and can be 

controlled automatically without involvement of manual 

operator. This type of automatic reconfiguration of hardware and 

management task is deficient in traditional IP-based network. 

Moreover, in traditional network the core networking devices are 

vertically integrated. The term vertically integrated is mentioned 

in [2], because the controlling element to handle network traffic 

and the forwarding element to forward network traffic, in form of 

digital packets as directed by control element, is bundled inside a 

common networking device. This in turn reduces flexibility in 

designing related matter and made it to endure as a static 

architecture. Thus, it can ultimately confine innovative ideas 

related to evolution and deployment of bounded infrastructure 

network. 

To overcome the difficulties encountered in traditional IP-

based network architecture and its underlying technologies, a new 

area of research challenges the evolution of Next Generation 

Networks (NGN) [3]. Numerous approaches are taken into 

consideration for the efficient deployment of Future Internet [4]. 

Various research topics and research projects has already been 

going on under government as well as under private entities as 

discussed in [5]. Out of the several contribution associated in 

order to improvement of rigid traditional infrastructure network, 

one of the recent approach for emerging networking paradigm is 
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the Software Defined Networking (SDN) [6, 7]. SDN is a kind of 

programmable network that gives hope to overcome the 

limitations faced by current traditional network infrastructure in 

diverse ways. Firstly, it decouples the control plane from the 

underlying network core devices like routers and switches that 

forwards data traffic (also called data plane), this in turn will 

breaks the vertical integration difficulty problem. Secondly, with 

the separation of data plane and control plane, all the controlling 

task is handled by a centralized software-based controller and the 

core devices are only responsible for data traffic forwarding task 

as directed by logically centralized controller. In SDN, the 

controller is a sort of controlling element that controls underlying 

networking devices through well-developed programmable 

coding scheme. Due to this configuration, the controller as well 

as the software running inside the controller is also referred as 

Network Operating System (NOS) as discussed in [8]. A 

traditional network architecture and a simplified SDN network 

architecture differentiating control and data plane is shown in fig. 

1 and fig. 2 respectively. 
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Fig. 1 Simplified Traditional Network Architecture 

 

To realize the above discussed SDN architecture a protocol 

was standardized by Open Networking Foundation (ONF) in 

2011 [9]. The first standard of SDN defined by ONF is OpenFlow 

networking protocols [10]. OpenFlow was initially deployed at 

Stanford University as a clean slate project by N. McKeown et.al 

in 2008 [11]. Today, more than 20 firms has deployed OpenFlow 

networks, including universities and giant networking companies 

[9]. OpenFlow networks have specific capabilities of controlling 

multiple hardware switches (also called OpenFlow-enabled 

switches) by means of a single centrally controlled logic (also 

called OpenFlow controller) on a secure channel with the help of 

OpenFlow Protocols (OFP) [12] as shown in fig. 2. 
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Fig. 2 Simplified Software-defined Network Architecture 

 

In this paper a comparative performance analysis of above 

discussed traditional IP-based network with OpenFlow-based 

network is done. A performance analysis is done by 

implementing different network topologies and comparing the 

results obtained on execution of proposed networks. An 

OpenFlow-enabled campus network architecture is also proposed 

in this paper and performance comparison of this proposed 

network with traditional network is analyzed. A proposed campus 

network architecture is designed by interfacing virtual SDN 

nodes with real infrastructure nodes. The network architecture is 

proposed using an optimized open-source simulator (NS-2 and 

Mininet). The paper is organized by discussing a brief 

introductory concepts of SDN and OpenFlow networks and its 

architectural design and functioning in Section II. A topological 

comparison between traditional and OpenFlow-based network 

and result analysis for the same is done in Section III, the 

traditional and OpenFlow-based network topologies are designed 

using an open source simulation tool discussed in the same 

section. An effective campus network architecture has been 

proposed using the same open source tool, in that a virtual nodes 

are interfacing with real nodes is enlightened in Section IV and a 

comparative performance analysis between traditional and 

OpenFlow-enabled network for the same proposed architecture is 

done. Lastly, we conclude the topic in Section V on the basis of 

results obtained and a brief idea related to future perspective is 

deliberated. 

 

II. SOFTWARE-DEFINED NETWORKS: OPENFLOW-

BASED NETWORK ARCHITECTURE 

 

SDN differs from traditional network architecture with the 

separation of data plane and control plane as discussed above. 

SDN comes into existence due to the deployment of OpenFlow 

technology at Stanford University [11]. Initially OpenFlow 

networks was deployed as a campus network, then in 2011 ONF 
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started a working group of SDN through open standard 

deployments by grouping several giant networking companies 

[9]. Currently ONF is promoting both SDN and OpenFlow, and 

standardize OpenFlow as a first SDN standard for software-

defined architecture. OpenFlow-based network architecture 

comprises of three layers as shown in fig. 2. The lowest layer is 

data plane, which is only responsible for forwarding data packets 

coming towards its ingress port, the second layer is control plane, 

which resides above data plane and control all the underlying data 

forwarding element centrally by means of centralized control 

logic. The third and uppermost layer is application plane, this 

plane is hypothetically available. Generally all the forwarding 

element is controlled by a single controller, the role of application 

plane is to define practical applications required for efficient data 

traffic flow at the beginning of network execution. This layer is 

solely responsible for management and data forwarding related 

tasks. 

The communication between data plane and control plane is 

done on a secure link by means of OFP as discussed above. OFP 

supports three message types, controller-to-switch, asynchronous 

and symmetric, a detailed description of OFP is given in [12]. The 

OpenFlow-enabled switch comprising data plane consists of flow 

tables (or look-up tables) for data flow entries. A components 

required for an OpenFlow network architecture is shown in fig. 

3. 
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Fig. 3 OpenFlow-based Network Architecture. 

 

OpenFlow-based network architecture is having three layers 

as discussed previously is distinctly shown in fig. 3. A control 

plane comprising of NOS is acting as an intermediate layer 

between data plane and application plane. Again the network 

application is defined by network administrator at end user 

machines. The main components of data plane is OpenFlow-

enabled hardware switch, similarly main component of control 

plane is OpenFlow controller as shown in fig. 3. The switch as 

shown in figure consists of flow table, group table, meter table, a 

secure channel, etc. The detail of switch specification is given in 

[12]. The controller is responsible for controlling all the data 

flows coming towards the ingress port of an OpenFlow-enabled 

switch by inserting respective flow entries in a flow table of a 

switch and the switch is only responsible for forwarding the data 

packets as directed by an OpenFlow controller. Whenever any 

data packet is coming towards switch, the switch starts matching 

the header field of an arrived packet with the flow entries present 

in its flow tables. If matching is found then the necessary actions 

are executed on the flows and the data packets are shaped towards 

its defined destination and if the matching is not found then the 

switch will forward the arrived packet to the next flow-table in a 

pipeline processing [12]. The process repeats until last flow-table 

has arrived, if still there is no matching then the switch will either 

forward the newly arrived packet to the controller or it may drop 

the packet as directed by controller. The flow diagram and 

working of multiple flow tables in a pipeline processing is 

discussed in [13]. Also, an optimal solution for scheduling 

multiple data flows are discussed in [14]. 

 

III. DESIGNING AND PERFORMANCE ANALYSIS OF 

NETWORK TOPOLOGIES 

 

In this section, a basic network topologies are designed using 

open source simulation tools. A comparative performance 

analysis between traditional IP-based network and OpenFlow-

based network for the same designed topologies are done. The 

performance analysis is done by comparing OpenFlow network 

with traditional network on the basis of round-trip propagation 

delay between end nodes and maximum obtained throughput. 

Many open source simulation tools are available for all kind of 

complex network design. Out of these tools, an efficient and 

popular tools available are NS (simulator) [15] and Mininet [16]. 

A traditional network topologies are designed using NS2 

simulator script and the OpenFlow network topologies designed 

using an open source prototype network emulator: A Mininet 

[17]. The installation guidelines and basic hands-on operation of 

Mininet is explained in [18]. 

Mininet simulator supports five built-in network topologies 

as described in [18]. A default topology is Minimal Topology, 

this predefined topology consists of one OpenFlow kernel switch 

connected to two host machines and the OpenFlow reference 

controller on top of the switch. The three basic network 

topologies, i.e. Single Topology, Linear Topology and Tree 

Topology, are discussed in this section. A comparative 

performance analysis between traditional and OpenFlow-enabled 

networks for proposed customized network topology using 

Python script executed in Mininet is also done in this section. A 
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proposed custom topology using Python script in Mininet is 

described in detail in [13]. Since, OpenFlow network is having 

centrally controlled architecture, so the number of central control 

element is unity, whereas the number of OpenFlow-enabled 

switches and hosts machines can be connected as many as user 

requirements. The topological comparison between traditional 

network and OpenFlow-enabled network is discussed as follows: 

 

A) Network Topologies: 

 

i) Single Topology:  

A single topology in Mininet is similar to star topology in 

traditional network. In star topology all the host machines are 

connected with center hub element, similarly Mininet implements 

a single topology OpenFlow-enabled network in which a center 

element is replaced by an OpenFlow-enabled switch, the switch 

in turn connected with central OpenFlow controller (a control 

plane). A single topology in traditional network and OpenFlow-

enabled network having 16 host machines is shown in fig. 4 and 

fig. 5 respectively. 
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Fig. 4 Single Topology for Traditional Network 
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Fig. 5. Single Topology for OpenFlow-enabled Network 

As shown in fig. 5, a control plane and data plane is separated 

from network core device as compared to traditional network 

design of fig. 4. 

 

ii) Linear Topology: 

A linear topology in Mininet is similar to Bus Topology in 

traditional network design with some modifications. In bus 

topology of traditional network, all the nodes are connected to a 

single backbone cable called bus with the help of interface 

connectors. All the workstation can communicate with each other 

using the common bus. Whereas, in linear topology of Mininet, 

instead of this backbone cable and interface connectors for all 

nodes, an OpenFlow-enabled switch and separate cables are used. 

Moreover, a central OpenFlow controller (a control plane) is 

present on top of the OpenFlow-enabled switches for controlling 

data flows. A linear topology for traditional and OpenFlow-based 

network having 16 host machines is shown in fig. 6 and fig. 7 

respectively. 
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Fig. 6. Linear Topology for Traditional Network 

 

OpenFlow 

Controller

h1 h15
h16h2

S2S1
S15 S16

 
Fig. 7. Linear Topology for OpenFlow-enabled Network 

 

In linear topology of Mininet for traditional network as 

shown in fig. 6, instead of a common backbone cable and 

interface connector a separate switch is used for individual host 

machines and the switches are connected with each other. 

Moreover, in OpenFlow-enabled network of fig. 7, the traditional 

switches are replaced by an OpenFlow-enabled switches and 

these switches in turn gets connected with a centrally controlled 

OpenFlow controller on a secure link. 
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iii) Tree Topology: 

A tree topology in Mininet is slightly complex as compared 

to single and linear topology as discussed previously. Basically 

tree topology is based on the amount of depth and the number of 

fanout of the nodes. That is, the number of switch levels available 

in the network and the number of output ports available for all 

nodes. A detail description of tree topology in Mininet is given in 

[18]. A tree topology for traditional network and OpenFlow-

enabled network having 16 host machines is shown in fig. 8 and 

fig. 9 respectively. 
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Fig. 8. Tree Topology for Traditional Network 
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Fig. 9. Tree Topology for OpenFlow-enabled Network 
 

According to previous discussion, a tree topology of Mininet 

depends on depth and fanout. As shown in tree topology of fig. 8 

for traditional network, one can see that the depth is taken as 2 

that is 2 levels of switches are present. Level 1 is having switch 

S1 and level 2 is having 4 switches S2, S3, S4 and S5 as shown. 

After level 2 there is a level of host machines connected with a 

switch for obvious reasons as shown. Apart from this, tree 

topology is also having the number of fanouts for the nodes. For 

this case number of fanout for tree topology is taken as 4, hence 

the number of output ports for all switches at every level is 4 as 

shown in the figures. 

In tree topology of OpenFlow-enabled network, similar to 

previous topologies, all the traditional switches are replaced by 

OpenFlow-enabled switch and the switch in turn connected with 

OpenFlow controller with a secure link as shown in fig. 9. Finally, 

it can be said that for designing tree topology having 16 host 

machines, above configuration for network is required. In a tree 

topology of Mininet all nodes are connected with one another in 

a specific hierarchy. 

 

iv) Custom Network Topology: 

A custom network topology is proposed using Python script 

supported by Mininet. A backend of Mininet is coded in advance 

C++ or Python script. Hence, any user defined topology can be 

implement using Python script and is executed in Mininet 

simulator. A proposed topology is having 4 OpenFlow-enabled 

switch and 32 host machines. A controller resides on top of the 

switch that controls all the 4 OpenFlow switches. A design and 

implementation steps for this proposed custom network topology 

is discussed in [13]. A proposed custom topology for traditional 

network and OpenFlow-enabled network is shown in fig. 10 and 

fig. 11 respectively. 
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Fig. 10. Mininet Custom Topology for Traditional Network 
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Fig. 11. Mininet Custom Topology for OpenFlow-enabled Network 

 

B) Result Analysis 

 

A comparative performance analysis between traditional 

network and OpenFlow-enabled network for the above defined 

network topologies are done by performing network connectivity 

test between specific nodes in a network and by calculating an 

average throughput of the network. A simple network 

connectivity is tested by executing ‘ping’ command that sends 

ICMP echo request message and wait for its reply to check the IP 

connectivity between defined nodes and to find round trip 

propagation delay between nodes. In all the above discussed basic 

network topologies for traditional network as well as OpenFlow-

enabled network, a ping test is performed between node h1 and 

node h16. And for proposed custom network topology for both 

traditional and OpenFlow-enabled network a ping test is 

performed between end nodes h1 and h32. A specification of all 

physical links used for connection between nodes in all network 

topologies is having 100 Mbps of bandwidth with 1 msec of 

delay. Based on this physical specifications a ping test is 

performed between defined nodes of traditional and OpenFlow 

networks topologies. An obtained round-trip time (rtt) between 

nodes h1 and h16 for basic topologies and between nodes h1 and 

h32 for custom network topology is compared and tabulated in 

Table I and is graphically shown in fig. 12. 

 
TABLE I. ROUND-TRIP TIME BETWEEN NODES 

Average round-trip time (rtt) between nodes h1 and h16 

 Traditional Network OpenFlow-enabled Network 

Single Topology 7.2 ms 4.6 ms 

Linear Topology 57.8 ms 41.7 ms 

Tree Topology 14.4 ms 8.8 ms 

Custom Topology 10.1 ms 8.07 ms 

 

 

 
Fig. 12. Average round-trip time between end nodes 

 

A delay between nodes in terms of round-trip time is 

obtained by performing ICMP query message (echo request and 

reply) [19] is shown in fig. 12. It is clearly visible that the 

propagation delay between nodes in OpenFlow network is less as 

compared to traditional network for any network topology. Next, 

a comparison between the same traditional network and 

OpenFlow-enabled network for above discussed topologies is 

done analyzing obtained throughput of a network. A network 

throughput is defined as the amount of data transmitted from 

source node to destination node in a given time period. 

Throughput is typically measured in bits per second (bps). 

Analytically it can be defined as the ratio of maximum receiver 

bandwidth to round-trip time between nodes: 

“Throughput = maximum receiver bandwidth/round-trip time” 

On the basis of available receiver bandwidth and obtained 

round-trip time (rtt) from previously executed connectivity test, 

an average throughput is calculated and is shown in fig. 13. 

 

 
Fig. 13. Average Throughput between Nodes 

 

Here, throughput is calculated between end hosts h1 and h16 

in basic Mininet topologies and between h1 and h32 in custom 

network topology. According to the results obtained as shown in 
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fig. 13, an average throughput between given nodes is more in 

OpenFlow-enabled network as compared to traditional network 

for all topologies. It means that more amount of data transfer take 

place between nodes in a specific time period for OpenFlow 

networks then traditional networks. 

 

IV. PROPOSED CAMPUS NETWORK ARCHITECTURE 

 

In this section, a part of the campus network model is 

proposed by interfacing virtual hosts with real hosts. A 

comparative performance analysis of traditional network with 

OpenFlow-enabled network for the same proposed campus 

network model is also done in later part of this section. Here, a 

virtual network is created using Mininet simulation tool in a 

single physical host-only machine such as desktop/laptop. In this 

virtual network, one of the virtual host is configured in such a 

manner that it can work as a real host, and this virtual host is then 

allowed to interface with other real hosts in physical network. A 

proposed campus network model is shown in fig. 14. 
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Fig. 14. Proposed Campus Network Architecture 

 

An architecture shown in fig. 14 is a part of the SVNIT-

campus network. A virtual network is created using Mininet 

simulation tool in one of the real host machine located in 

Electronics and Communication Engineering Department having 

IP address of 172.16.3.49 as shown. A minimal network topology 

[17] is created using Mininet command in this real host machine, 

this topology is having two virtual hosts h1 and h2 connected with 

a single OpenFlow-enabled switch S1 and the switch in turn 

connected with OpenFlow controller with separate control plane 

on top of the OpenFlow network as shown in Figure 14. One of 

the virtual host, say h1, is configured as real host with the same IP 

address of the available real host machine i.e. 172.16.3.49. A 

snapshot for configuring virtual host h1 in Mininet console having 

Linux environment is shown in fig. 15. 

 

 
Fig. 15. Snapshot of Mininet console configuring virtual host h1 

 

Besides a real host machine with given IP address, there are 

other real nodes available in the architecture as shown in fig. 14. 

A Moodle server node with IP address of 172.16.3.145, a 

department default gateway node with IP address of 172.16.3.1, 

an institute DNS server located outside the department but is 

available inside campus having IP address of 172.16.1.1 as 

shown. 

In the above proposed network architecture, when we only 

deals with real nodes, then the proposed network itself is an 

infrastructure traditional network available currently. And when 

we configure OpenFlow virtual host inside the real host, a part of 

the proposed network will act as an OpenFlow-enabled network 

with separate data plane and control plane. Hence, a comparative 

performance analysis between traditional network and 

OpenFlow-enabled network for a proposed network architecture 

is done by performing ping test between nodes and by analyzing 

round-trip propagation delay between nodes. First ping test in 

traditional network is performed between real host (IP: 

172.16.3.49) and Moodle Server (IP: 172.16.3.145) and for 

OpenFlow network first ping test is performed between 

configured virtual host h1 (IP: 172.16.3.49) and Moodle Server 

(IP: 172.16.3.145). Similarly, second ping test in traditional and 

OpenFlow-enabled network is performed between real host and 

department default gateway (IP: 172.16.3.1) and between virtual 

host h1 and the same department default gateway respectively. 

Finally, a third ping test in traditional network and OpenFlow 

network is performed between real host and DNS Server (IP: 

172.16.1.1) and between virtual host and the same DNS server 

respectively. A snapshot for all the above three tests performed in 

traditional as well as OpenFlow-enabled network is shown in 

below figures (fig. 16 - fig. 21) respectively. 

 

 
Fig. 16. Ping test in traditional network between real host and Moodle Server 
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Fig. 17. Ping test in OpenFlow-enabled network between virtual host and 

Moodle Server 

 

 
Fig.18. Ping test in traditional network between real host and default gateway 

 

 
Fig. 19. Ping test in OpenFlow-enabled network between virtual host and default 

gateway 

 
Fig. 20. Ping test in traditional network between real host and DNS Server 

 

 
Fig. 21. Ping test in OpenFlow-enabled network between virtual host and DNS 

Server 

 

The above obtained results after execution of ping test is 

tabulated in Table II and is graphically shown in fig. 22. 

 
TABLE II: ROUND-TRIP TIME BETWEEN NODES 

Average round-trip time between nodes in (ms) 

 
Traditional Network 

(IP: 172.16.3.49) 
OpenFlow-enabled Network 

(IP: 172.16.3.49) 

Moodle Server 

(IP: 172.16.3.145) 
3.254 ms 0.563 ms 

ECED Default 
Gateway 

(IP: 172.16.3.1) 

9.581 ms 0.940 ms 

DNS Server 

(IP: 172.16.1.1) 
1.912 ms 0.521 ms 

 

 
Fig. 22. Average round-trip time between nodes 

 

Hence, from the above results obtained, it is clearly visible 

that an average time required for OpenFlow-enabled network is 

less as compared to traditional network. This improvement in 

round-trip propagation delay will results in increasing speed of 

data communication and ultimately increases throughput. Thus, 

by reducing unwanted traffic and overheads of the data packet, a 

network efficiency gets increases accordingly. The above 

obtained results will provide us an innovative ideas to deploy a 

small office or campus network in our institute, so that we can 

efficiently utilize our network resources. 
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V. CONCLUSION 

 

A Software-Defined Networking based on OpenFlow 

technology is the promising technology for future Internet and 

NGN. Traditional networks are complex in design and are 

somehow difficult to manage due to the vertical integration of 

control and data plane on a network core devices. Thus, unlike 

traditional network architecture, SDN architecture is centrally 

controlled by separating data plane and control plane form 

network core devices, this in turn breaks the vertical integration 

problem of traditional networks. 

In this paper a comparative performance analysis of 

traditional network and OpenFlow-enabled network is done by 

considering different network topologies. By comparing three 

basic Mininet network topologies that are single, linear and tree 

topology, and proposed custom network topology for traditional 

and OpenFlow-enabled network environment, and on the basis of 

results obtained it is concluded that the OpenFlow-enabled 

network is faster due to its centrally control architecture as 

compared to traditional network. Once a data-flow entry is done 

in flow table of an OpenFlow-enabled switch by OpenFlow 

controller for any particular flow, then the switch will keep record 

for that particular data flow entry for some period of time defined 

by controller itself. Whenever, successive packets of the same 

data flow arrives at switch after some time but within the defined 

time period, then switch will directly forwards the packet to its 

specific destination on basis of defined flow entry. This will 

reduce time for route calculation and ultimately a network 

performance will improve. Moreover, overall throughput of the 

OpenFlow-enabled network will increases due to fastest data 

transfer rate. 

A virtual node interfacing with real node in a campus 

network architecture is proposed in this paper. A part of campus 

network architecture is utilized for a proposed OpenFlow-enabled 

network in real-time basis. A comparative performance analysis 

for a proposed network is done between traditional network and 

OpenFlow-enabled network environment. A ping test is 

performed between nodes for finding round-trip time (rtt) 

between defined nodes. On the basis of results obtained it is 

concluded that OpenFlow-enabled network provides better 

performance in real-time environment as compared to traditional 

network. Hence, in concern to future networking scenario, a 

deployment of OpenFlow-enabled network in small office or 

campus area is required to be done efficiently so that the networks 

can become faster, scalable, reliable, and secure, with many more 

advance features. 
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ABSTRACT 
In this paper, we provide a reverse-tool for object oriented 
programs. The tool focuses on the technical side of 
maintaining object-oriented program and the description 
of associations graph for representing meaningful diagram 
between components of object-oriented programs. In 
software maintenance perspective reverse engineering 
process extracts information to provide visibility of the 
object oriented components and relations in the software 
that are essential for maintainers.  
Keywords: Software Maintenance, Reverse Engineering. 
 
1.0 Introduction 
The rapid increase in the use of the analysis and design 
models using UML in software development and the 
power of new Model have greatly influenced the features 
of new object oriented software maintenance tools. 
Program maintenance is an expensive process where an 
existing program is modified for a variety of reasons, 
including corrective maintenance, adaptive maintenance, 
functional enhancement and efficiency improvement. 
UML models are very popular because UML is a solution 
of standardization and utilization of design methodologies. 
Another advantage of UML models is that it provide 
different diagram for representing different view of system 
models[5]. 
 
Several tools have been developed in order to help the 
maintainers understand the software system. These tools 
focus on the maintenance of programming languages like 
java and C++. The characteristics of object oriented 
techniques, such as polymorphism, inheritance, 
encapsulation and dynamic binding are the main reasons 
for many maintenance problems [1-3]. In particular 
polymorphism, dynamic binding, sending massages, and 
overloading pose a new problem for maintainers. These 
problems include understanding a software system and 
relationships between an object oriented components [4]. 
Analysing program relationships is carried out in a 
maintenance phase to capture different types of 
relationships among the software component [4]. Object-
oriented features give rise to new relations among object-
oriented program entities. For examples, association 
between classes, and method.  

The UML has used to notation and graphical 
representation for the object and message also use to 
capturing the Message source to destination generally 
UMLs model is used to design the different types of 
diagram before the development of any software. UML 
models are used to source information in software 
maintenance [5]. Many UML design artifacts have been 
used in different ways to perform different kinds of 
maintenance phase. For instance, UML state interaction 
diagrams (collaboration and sequence diagrams) have been 
used to test class interactions. Typically, the complexity of 
an OO system lies in its object interactions, not within 
class methods which tend to be small and simple [6]. 
 
In this paper, we provide a description of association 
graphs for representing meaningful associations between 
entities of object-oriented programs. A formal description 
of the association relations of interest is given before 
giving a representative illustration of object-oriented 
program models. A class model represents software 
components that will be affected due to any particular 
modification being made to a certain component. The 
paper also discusses an approach for extracting object-
oriented programs through the use of class model. The 
approach proposes the construction of an automated tool, 
this tool to extract the association information from the 
source code. This tool should be used interactively in the 
maintenance phase to locate the association of a given 
component of an object-oriented program. 
 
2.0 REVERSE ENGINEERING  
Managing and maintaining of software systems require the 
availability of information knowledge and abstraction level 
related to the intended objectives and their associated 
operations. From the software maintenance perspective, 
reverse engineering is the process of extracting 
information concerning software product design [7-8]. 
Information complemented is essential for a developer and 
maintainer, when a system processes large and huge 
modules. This information aids humans to understand by 
representing a complete visualization of the intended 
objectives. 
 
Moreover, reverse engineering gives facilities that help to 
control many managerial problems. These problems occur 
when the developer builds a large software system, which 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 14, No. 3, March 2016

https://dx.doi.org/10.6084/m9.figshare.3153856 40 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



contains thousand of statements and thousands of methods. 
For example, a database contains thousands of modules 
and many thousands of dependency relationship 
documents and histories. It is beyond the ability of the 
maintainers to manually search this database to find a 
specific module or variable, its dependency relationships, 
and all the activities in these products. Maintainers usually 
spend more time reading and modifying huge and complex 
software systems than building them [9]. 
 
Thus, the tasks involved in reverse engineering are 
analysis of a subject system process which is identifying 
systems components and their interrelationships, in 
addition to creating representations of the system at higher 
level of abstraction [9]. The maintainer spends a lot of time 
to understand all the activities of the problem and to 
correct it. These involve scanning the source code, reading 
the documents, and understanding how to make necessary 
changes. The aim of reverse engineering is to remove 
ambiguity in the software and understand the software 
system in different programming languages with the aspect 
of facilities, enhancements, redesign, and correctness [10]. 
 
3.0 Reverse-Tool for Object Oriented Programs, 
In this section, we presents a reverse tool for object 
oriented programs, which will become of an environment 
for maintaining object oriented system. This reverse-tool 
focuses on the technical side of maintaining object oriented 
program, and thus may be viewed as a model of a larger 
maintenance environment. This larger maintenance 
environment may be embedded in a software-engineering 
model, which may be embedded in the corporate model. 
 
The process in the reverse-tool started by a source code 
modification request arrived. It may be adaptive, 
perfective, corrective or preventive. To make the change or 
enhancement in the software system the maintainer needs 
to understand the source code and the statement that 
change will occur on it. Also, the maintainers need to 
know all the relationships and associations between the 
software components. 
 
The proposed reverse-tool design for understand the 
software system by giving all the relationships and 
dependencies that occurs between the software 
components. These information will feature as relations 
which will used by the maintainers to understand the 
certain part of the software system, which is the most 
important part to modify and change. In order to reduce 
time, cost and maintainers effort, reverse-tool environment 
gives the relationships and dependencies captured, so the 
maintainers will know all the parts effected by the change 
and enhance part, so this process will reduce time, cost and 
the maintainers effort. 

 
The proposed reverse-tool assists the maintainers in 
understanding system constituents and their relationships 
as well as in associating between object oriented 
components in object oriented software systems.  
 
The process in the proposed reverse-tool first reads the 
source code, modifying the software, which requires two 
steps. First, understanding the source code, which may 
requires documentation, code reading and execution, 
second, when the program is modified. The reverse-tool 
process represents the relationships between object 
oriented program in three forms class associations with 
multiplicities, method associations and statement relations.   
 
3.1 Approach taken 
The approach taken in this paper includes the use of several 
associations to support the process of understanding object-
oriented program in the maintenance phase. This approach 
defines three levels of an association graphs which are 
class, method and statement levels. We propose the 
construction of an automated reverse-tool supporting the 
three levels according to user request. The structure of a 
reverse-tool consists of three steps: the first step is accepts 
the source code as input file and parses it. The second step 
is extracts association information from the parse tree and 
stores all the program elements according to the previously 
defined and allows them to be presented graphically. 
Finally represent the association class, method and 
statements. 
 
3.2 Program Associations Graph  
The association graph classifies all the program 
components and keeps track of the declarations of classes, 
methods, and variables.  
 
A reverse-tool is directed graph according to the 
association represented as G = (V, E) where V represents a 
set of vertices which represent classes, methods and 
variables, and E represents a set of edges which represents 
the association between program entities. Each edge 
represents one of the previous two categories of 
associations. 
An object-oriented program consists of classes and objects, 
which define the hierarchy of an object-oriented system. 
Therefore, an object-oriented program contains three levels 
of components that is class, method and statement level. 
Each level is integrated with each other in one hierarchy. 
The class level represents the top level in the association 
graph where the method and statement level represents the 
sub-graph level. Likewise the method represents the top 
level for the variable graph level. 
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Class Level: This is the highest level. Each vertex 
represents a class and the graph represents all the 
associations among the classes and their components. The 
associations in this level include the three types of class 
properties that are Class-to-class association through 
usage, Class-to-class association through inheritance, and 
Class-class association through causing side effects.  
 
Method Level: This level includes in addition to the vertex 
of classes, vertex of the method association. This 
associations includes method associations on another 
method, and method associations on a variable.  
 
Statement Level: This level captures all types of 
associations. All the types and their associations are 
included that are control associations, statement 
associations on a method, statement dependence on a 
variable, variable associations on statement, and variable 
associations on a method. 
 
The visibility of reverse-tool representation for object 
oriented programs. The association relations among the 
classes. This represents the class level of the association 
graph. A class A depends on class B through the 
inheritance (CCDI: Class-Class association through 
Inheritance), class A depends on class C through usage 
(CCDU: Class-Class association through Usage), and 
class C depends on class B through side effects (CCDSE: 
Class-Class association for causing Side Effects). The 
method level of association graph. In this graph, method m 
in class A depends on method r1 in class C (MDM: Method 
association on another Method).  This is basically method 
level of association graph. The graph in Figure 1 also 
shows five types of associations between the class 
components. All these associations are related to the 
statement level (i.e. statement level of association graph). 
These associations are:  
1. Association occurring in statement C.r1.s in a 

method C.r1 of a class C is dependent on a method 
A.m in class A (SDM: Statement association on a 
method).  

2. Association occurring in a statement B.n2.s in a 
method B.n2 defined in a class B is dependent on a 
variable C.w1 defined in a class C (SDV Statement 
Association on a Variable). 

3. Association in a variable A.v2 defined in a class A is 
dependent on a statement C.r1.s in a method C.r1 of 
a class C (VDS: Variable Association on Statement). 

4. Association in method B.n2 defined in a class B is 
dependent on a variable A.v1 defined in class A 
(MDV: Method Association on a Variable). 

5. Association in a variable C.r2.w2 defined in a class 
C is dependent on a method B.n1 defined in a class 
B (VDM: Variable Dependent on a Method).  

 
Class diagram with association representation as shown in 
Figure 2 will help in understanding the software system. 
To understand software system means to understand the 
system components and the relationships between them. In 
object-oriented programs the associations between various 
components of the software are the most important to 
understand the behavior and the structure of the software 
system. Furthermore, to understand the software system for 
the purpose of modification and enhancement, the 
maintainers are required to fully understand the relations 
that exist within the software. The structure of a software 
system is determined by the logical and physical 
organisation of the source code and the relationships that 
exist within it. A thorough understanding of a software 
system is possible if the structure and behavior can be 
explained. The structure and behavior of a system are 
mutually dependent aspects; the structure of the system 
permits the software to behave in the desired way and the 
behavior that is expected from software is the reason as to 
why the software is structured in a particular way. 
Reverse-tool is introduced to provide a graphic 
visualization of object oriented association. This tool also 
provides the maintainer with an implied methodology for 
maintenance task.  
 
The graphical used in Figure 1 notation forms the basis of 
visually representing various kinds of association between 
components object oriented programs. These associations 
according to our basic definition will help trace the impact 
of any proposed modifications, help in understanding 
object-oriented systems, and perhaps reduce the resources 
and efforts required for maintenance activities.  
 
3.3 Proposed Maintenance Diagram  
 
The reverse-tool assists in visulizing system constituents 
and their relationships, and in binding between object 
oriented program components. In addition, it provides 
information with the objective to help users to understand 
various relationships in the object oriented program. The 
proposed system represent the reverse Java program and 
visualize it as shown in Figure 1. First step, reads the Java 
source, and builds up the tokens of the program. Second 
step accepts the tokens as an input, and produces a parse 
tree. The third step produces system structures. The system 
structures represent a component of the software system as 
n-tuple, the Cartesian product of domains d1,. . . , dn which 
is denoted by d1×d2×...×dn for n>1, and the sets of all 
tuples       (X1,...,Xn) such that, for any i=1,...,n,  (Xi ∈ Di ). 
Furthermore, the reverse-tool automatically extracts the 
information from the software system and transfers these 
information to the general maintenance diagram with three 
level class, method and statement as shown in Figure 1. 
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The system structure given a data structure is defined as a 
digraph G of an ordered pair G=(C, R) where C denotes a 
program components and R denotes a component relations, 
which belong to Cartesian product D×D, where C and R 
are finite sets. The data structures that are automatically 
transfer into the parse tree. The user interface accepts 
questions posed by users and browses the data-based 
module depending on the structure of the questions posed. 
The system structure contains relations between all the 
components of the software system. These relations can be 
extracted from the source code of the Java language 
directly.  
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Figure 1: Hierarchical Reverse-tool with the Three Levels 

 
4.0 Case Study 
A lot of case studies where performed in order to 
demonstrate the viability of the proposed tool. Appendix I 
contains a Java example. It is beyond human ability to 
search manually a database, which contains thousand of 
dependency relationships, and find specific modules, their 
association, and their connectivity with other activities in 
the life cycle of a product. Furthermore object-oriented 
technique features a new associations occurs between a 
program components, that is class, message, methods and 
variables. Figure 2 shows class diagram for example in 
appendix I. The class diagram represents the requirement 
analysis during analysis and design phases. The figure 
shows the class association relations among the classes. 
While Figure 3 shows the Proposed maintenance diagram 
for the same example. 

 

Figure 2: UML class Diagram 
 
The reverse-tool helps the user to search through the 
system to find any information that specifies the faults 
locations. Reverse-tool help maintainers to understand a 
Java source code for a maintenance purposes by given all 
information about the object oriented system written in 
Java language. These information include program 
components that is classes, method, variables and message. 
Furthermore reverse-tool take into account the associations 
occurs in object oriented techniques and gives enough 
information about inheritance, polymorphism, dynamic 
binding and encapsulations. Figure 2 represent the class 
diagram as it is in design phase, while Figure 3 represents 
the class diagram as implemented where obviously, both 
diagram were almost identical, the difference was an 
artificial part due to the added information to the original 
one. The tool also, gives a facility for a maintainer to ask 
about the object oriented system components not only the 
declarations or the statements that a specific variables 
occurs but also the maintainers can ask about the kind of 
and the statements condition. For example maintainers may 
ask which object affects a specific variable with a specific 
condition. The system also, provides report facilities. To 
illustrate how the user interacts with the system diagram as 
shown in Figure 3. The diagram contains application 
associations among classes, attributes and method, which 
represent the main objectives of the research that is to 
discover the relationship between “as implemented” and 
“as designed” architectures.  
 
 

 
                 Figure 3: Proposed Maintenance Diagram 

 
 

5.0 CONCLUSION 
 
We have briefly described the structure and use association 
graphs in representing meaningful associations between 
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components of object-oriented programs. An approach to 
understand the structure and behavior of a given object-
oriented program during its maintenance phase. Reverse-
tool provides technique to help users, in different way to 
understand an object oriented system and enhance the 
software by getting all the information about the classes, 
methods, variables and their relationships, starting from 
the tie when users declare it in the program until the end of 
the class, method and variable life cycle.  
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Appendix I: Java Example 
// Class MyInput 
 
 
public class MyInput 
    { 
    static int x = 10; 
 static private StringTokenizer stok; 
 int i; 
 public static int readInt() 
 throw Exception 
 { 
1  i=0; 
2  static private BufferedReader br 

= new BufferedReader( new 
InputStreamReader(System.in), 1);  

3  String str = br.readLine(); 
4  StringTokenizer stok = new 
StringTokenizer(str); 
5  i = new Integer(stok.nextToken()).intValue(); 
6  return i; 
 } 
  
         public static double readDouble()  
             throw Exception 
 { 
  double d; 
7   d = 0; 
8  String str = br.readLine(); 
9  stok = new StringTokenizer(str); 
10  d = new 
Double(stok.nextToken()).doubleValue(); 
11  return d; 
   } 
  
 public static String readString() 
 throw Exception 
   { 
12  String s = null; 
13  String str = br.readLine(); 
14  stok = new StringTokenizer(str); 
15  s = new String(stok.nextToken()).toString(); 
16 return s; 
   } 
  
   } 
 
 
// Class cylinder 
 

public class Cylinder extends Circle { 
private double length; 
private double radius; 
public Cylinder()    { 

1               length = MyInput.readDouble(); 
            } 
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public Cylinder(double r, double l)  { 
2               length = 1; 
            } 

public Cylinder(double r)  { 
3             radius = r;    
            } 
 

public double getLength()  { 
4  return length; 
    } 

public double findVolume() { 
5                  return findArea()*length; 
   } 
           } 
 

public class TestComputeArea { 
static double radius; 
static double area; 
static double PI = 3.14159; 
public static void main(String[] args) { 

1              System.out.println("Enter radius"); 
2              radius = MyInput.readDouble(); 
3             Circle myCircle = new Circle(radius); 
4             System.out.println(myCircle.findArea()); 
5            Cylinder myCylinder = new Cylinder(); 
6            radius = MyInput.x;   
7            System.out.println(myCylinder.Cylinder(radius)); 
8            System.out.println(myCylinder.getLength()); 
9            System.out.print(myCylinder.findVolume()); 
            } 
      } 
 

class Circle { 
double radius; 
String color; 
static double weight; 
public Circle(double r, String c, double w) { 

1                radius = r; 
2                color = c; 
3                weight = w; 
            } 

public Circle(double r, String c){ 
4                 radius = r; 
5                color = c; 
            } 

public Circle() { 
6                 radius = MyInput.readDouble(); 
7                 color = "white"; 
8                 weight = 1.0; 
             } 

 
public double getRadius() { 

12               return radius; 
           } 

public double findArea()  { 
13          color = “Blue”; 
14           radius = 0; 
15          weight = MyInput.x*2; 
16          if(radius == 0) 
16.1          radius = MyInput.x;  

17           MyInput.x =20; 
18              return radius*radius*Math.PI;  
               } 
         } 
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Abstract—Commonly in Wireless Sensor Networks (WSNs), 

the biggest challenge is to make sensor nodes that are energized 

by low-cost batteries with limited power run for longest possible 

time. Thus, energy saving is indispensible concept in WSNs.  The 

method of data routing has a pivotal role in conserving the 

available energy since remarkable amount of energy is consumed 

by wireless data transmission. Therefore, energy efficient routing 

protocols can save battery power and give the network longer 

lifetime. Using complex protocols to plan data routing efficiently 

can reduce energy consumption but can produce processing 

delay. This paper proposes a new routing method called FDstar-

Lite which combines Dstar-Lite algorithm with Fuzzy Logic. It is 

used to find the optimal path from the source node to the 

destination (sink) and reuse that path in such a way that keeps 

energy consumption fairly distributed over the nodes of a WSN 

while reducing the delay of finding the routing path from scratch 

each time. Interestingly, FDstar-Lite was observed to be more 

efficient in terms of reducing energy consumption and decreasing 

end-to-end delay when compared with A-star algorithm, Fuzzy 

Logic, Dstar-Lite algorithm and Fuzzy A-star. The results also 

show that, the network lifetime achieved by FDstar-Lite could be 

increased by nearly 35%, 31%, 13% and 11% more than that 

obtained by A-star algorithm, Fuzzy Logic, Dstar-Lite algorithm 

and Fuzzy A-star respectively. 

Keywords— Dstar-Lite algorithm, fuzzy logic, network lifetime, 

routing, wireless sensor network. 

I. INTRODUCTION 

Wireless sensor network (WSN) is a number of sensor 
devices (nodes) deployed in an area of interest to monitor one 
or more physical phenomena such as temperature, light, 
humidity, movement, etc. Sensors in WSN have the capability 
of wireless communication in addition to sensing. When 
has sensed data, a sensor node transmits the data wirelessly to 
other sensor(s) or directly to data collection unit called base 
station (sink). Sensor nodes cooperatively perform sensing, 
data routing and network management tasks. The base station 
or sink connects the WSN to an existing network infrastructure 
or to the internet and can be fixed or mobile. One or more sinks 
can be used in a WSN [1]. 

The importance of WSNs derived from its wide range 
usage in various applications including remote monitoring of 
habitat, battlefield monitoring, and environmental sensing (e.g. 
temperature, humidity, light, vibration, etc.). In such 
applications, large number of low-cost sensor nodes are 

distributed over the monitored area, with nodes organized to 
form a wireless network, in which each sensor node 
periodically reports its sensed data to the sink [2] [3]. 

Generally, sensor nodes in the large-scale data-gathering 
networks derive their energy from small and inexpensive 
batteries with limited energy capacity with the expectation of 
operating for a long period [4]. As shown in Fig. 1, a typical 
sensor node comprises of sensing, processing, transmission, 
mobilizing, position finding system and power units. Each 
sensor node acts upon its mission, the information it currently 
has, knowledge of its computing, communication, and energy 
resources. 

Having limited transmission range and energy resource of 
sensor nodes, it is more feasible if sensor nodes send their 
sensed data through short-distance multiple hops. Hence, the 
sensor can send its own data or act as a relay to forward data 
sensed by other sensors in the network. Therefore, energy 
saving strategies is good solution for power-constrained data-
gathering sensor networks. Energy consumption should be 
given high consideration to maximize the network lifetime [3] 
[5]. Uneven energy consumption is deep-rooted problem in 
WSNs characterized by the multi-hop routing and many-to-one 
traffic pattern. This uneven energy dissipation can significantly 
reduce network lifetime [4].  

Many routing algorithms are share the problem of that they 
attempt to minimize the total energy consumption in the 
network at the expense of non-uniform energy drainage in the 
networks. Such approaches leads network to partition 
prematurely because some nodes that joins two or more 
network parts lose their battery energy quicker. According to 
tradition, the lifetime of a sensor network is over once the 

 
 

Fig.1 Components of a sensor node 
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battery power in critical nodes that are shared in many routing 
paths is depleted. A perfect routing method would enable 
sensor nodes to share energy consumption slowly and fairly, 
leading the nodes to die nearly at the same time [2]. Therefore, 
this paper proposes a new routing method called FDstar-Lite 
that attempts to investigate the problem of balancing energy 
consumption, lessening end-to-end delay caused by path 
planning and maximization of network lifetime for WSNs. 
FDstar-Lite routing method utilizes Dstar-Lite algorithm 
alongside with Fuzzy Logic to select an optimal routing path 
from the source to the destination by preferring the highest 
remaining battery power and minimum traffic load then reuse 
the selected path smartly to minimize the delay produced by 
path planning each time while keeping energy consumption 
balanced between discovered paths. 

The rest of this paper is organized as follows. Related 
works and concepts (prior arts) of maximizing the lifetime of 
WSN by routing methods are presented in Part 2. Part 3 
describes the problem studied in this paper. In Part 4, the paper 
gives a brief description of Dstar-Lite algorithm and Fuzzy 
Logic. The proposed routing method is explained in Part 5. 
Simulation results are demonstrated in Part 6. Finally, 
conclusion and discussion are presented in Part 7. 

II. RELATED WORK 

In conventional routing methods over WSNs, each node 

selects specific nodes within its transmission diameter as relay 

for its data under predefined criteria in order to extend 

network lifetime. Therefore, a good routing scheme in WSNs 

includes finding the optimal transmission path form the 

sender, linking one or more relay node(s) toward the 

destination focusing  on increasing network lifetime. Having 

this idea, the lifetime challenge in WSNs has gained 

significant attention in the recent past. 

The work in [6] proposed to lessen the hop stretch of a 

routing path (defined as the ratio between the hop distance of 

the shortest path and that of a given path) in order to reduce 

the energy consumed by end-to-end transmission.  The 

approaches in [7], [8] have different ways for maximizing the 

network-lifetime. They tried to distribute the traffic load to the 

nodes with much residual energy for conserving the 

availability of the sensors that have less energy. In [6] [7] [8], 

the works utilized fixed paths for better energy-efficiency; 

even so, without path variety, those nodes engaged in fixed 

routing paths may deplete their energy earlier. 

ASSORT in [9], offers a joint design that combines the 

two natural advantages of opportunistic routing, i.e. path 

diversity and improved transmission reliability alongside with 

asynchronous sleep-wake scheduling to develop a routing 

method for extending the network lifetime of a WSN. In [10], 

a shortest cost path routing algorithm is proposed by Chang 

and Tassiulas in which link costs that reflect both the 

communication energy consumption rates and the residual 

energy levels are taken into account for maximizing network 

lifetime. The authors in [11] presented a uniform balancing 

energy routing method where nodes are selected as forwarders 

for other nodes if their remaining energies are higher than a 

given threshold in every transmission round, and apportions 

the energy consumption over many sensors to increase the 

lifetime of the whole network. 

Lu et al. in [12] proposed an Energy-Efficient Multi-path 

Routing Protocol (EEMRP). It utilizes a load balancing 

method to assign the traffic over each selected path after 

searching multiple node-disjoint paths. In this protocol, link 

costs are calculated based on both the remaining energy level 

of nodes and the number of hops. The level of load balancing 

over different multi-paths is evaluated using a fairness index. 

Furthermore, the reliability of successful paths is sometimes 

limited since EEMRP only considers data transfer delay. In 

[13], a novel energy-aware geographic routing protocol 

(EAGR) in WSNs is proposed. The protocol attempts to 

reduce the energy consumption of end-to-end transmission. 

With EAGR, an existing geographic routing protocol is used 

adaptively to find an anchor list depending on the projection 

distance of nodes to control the direction of packet 

forwarding. Each sensor node holding the message makes use 

of geographic information, the characteristics of energy 

consumption, and the metric of advanced energy cost to 

decide forwarding upon and dynamically adjusts its 

transmission power to the least level required to reach the 

selected node. The authors of [14] proposed an efficient 

scheme called data-driven routing protocol to investigate the 

mobility problems in WSNs with mobile sinks. Data-driven 

routing protocol attempts to reduce the overheads for the path 

planning that caused by sink mobility and keep well 

performing the packet delivery. 

On another hand, investing the advantages of 

Computational Intelligence (CI), a high weight genetic 

algorithm is used by the protocol presented in [15]. In this 

protocol, the sensor nodes take into account the data traffic 

rate to monitor the network congestion. Wang et al. [16] used 

the Biogeography-Based Optimization (BBO) algorithm to 

handle the dynamic deployment problem in both static and 

mobile sensor nodes in WSNs based on a binary detection 

model. Fuzzy Logic is also utilized in the novel methods 

presented by [17], [18] and [19] for routing packets in WSNs 

where each node selects the best node from a set of candidate 

nodes to form the forwarding paths in order to maximize the 

lifetime of the sensor networks. Keyur et al. in [20] used A-

star algorithm to search optimal path from the source to 

destination preventing sensor nodes from being engaged in a 

routing path when their energies is lower than a specific 

minimum energy level. In [21], Alshawi proposed a routing 

protocol that incorporates Artificial Bee Colony optimization 

algorithm (ABC) and Fuzzy Logic, in this protocol, Fuzzy 

Logic is used alongside with ABC to calculate the optimal 

path starting from the source node toward the sink considering 

the traffic load, residual energy and distance to sink to decide 

which node is the next to be part of the optimal path until the 

sink is reached. ABC is also exploited by the authors in [22] 

and [23] to propose a hierarchical clustering scheme for WSNs 

to maintain least possible energy consumption in the network. 

Combining Fuzzy Logic with A-start algorithm, Alshawi et al. 

proposed a novel routing protocol that attempts to lengthen the 

lifetime of WSNs and balance energy consumption over the 

network while taking into account the factor of traffic load 

[24]. 
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III. PROBLEM STATEMENT 

Regularly in WSNs applications, numerous sensor nodes 

are deployed in large areas in dense form. These sensor nodes 

are equipped with small and inexpensive batteries that cannot 

be replaced or recharged due to the harsh conditions and 

inaccessibility of deployment area in most of the applications. 

Once the limited energy is drained out, nodes will stop 

working and called “die”. In such a case, the network cannot 

accomplish its assigned mission or not work in full potential. 

Therefore, the lifetime is indispensable parameter in WSNs 

when evaluating the efficiency of routing protocols [3]. The 

problem of using the same path founded by a routing protocol 

for next communications over and over as with many routing 

algorithms in order to achieve battery performance in terms of 

low transmission delay, the nodes involved in this path will 

exhaust their energy in fast manner [3] [4] [5]. While these 

routing algorithms minimize the total energy drainage in the 

network, they produce uneven energy consumption in the 

network. Such algorithms cause network partition problem 

which impairs the usefulness and effectiveness of the whole 

network [3]. Fig. 2 shows how the network partitioned (a set 

of nodes may become unreachable) caused by the death of 

some sensor nodes that are the only connector of a part of the 

network to the destination.  

A WSN lifetime is end once the battery power of critical 

nodes that act as a relay for a part of the network is depleted. 

The problem then, is to specify a set of routes for each node to 

forward data through according to some routing parameters 

(i.e., the routing configuration) that increase network lifetime. 

Prolonging the lifetime of WSN can be dealt with as 

optimization problem. In this optimization problem, the 

variables are routing parameters at nodes. A sensor node can 

send its own sensed data or act as a relay to forward data of 

other nodes. In both cases, the node has a role in delivering 

this data packet to the sink. When the sink is reachable by 

node’s transmission range, the packet is transmitted directly in 

single-hop fashion. Otherwise, the packet is sent cooperatively 

toward the sink by one or more intermediate nodes (hops). In 

multi-hop transmission, the nodes select one of its neighboring 

nodes as next hop, that will leads nodes selected as next hop to 

consume energy in routing the data of other nodes. This case 

will impact the energy depletion of the entire network and the 

lifetime as well. 

The preceding literatures gives a number of different 

metrics have been considered to enhance the lifetime of the 

sensor networks. Some of these are: 

a) Residual Energy (RE): To prolong the lifetime of the 

network, a routing method is needed to consider the factors 

that have impact on energy consumption. Hence, the most 

important aspect of routing in WSNs is the energy efficiency. 

Under this criterion, the focus is on the residual energy (i.e. 

the current battery power status) of the nodes. A routing 

method that uses this metric would then attempts to find routes 

that have the largest total remaining energy from source to 

sink. In other words, nodes having more remaining energy 

would participate more than the ones with less power [4] [12] 

[25]. An example is shown in Fig. 3 where a small sensor 

network in which, a source node tries to send a packet to a 

sink node. The numbers inside the nodes refers to the 

remaining energy (RE) of the nodes. In this example, a routing 

protocol would choose (1-5-8-11) as the optimal path because 

it traverses the nodes with largest total remaining energy (i.e. 

19). 

b) Minimum Hop (MH):  Minimum hop (or shortest 

hop) is a well-known criterion used in routing protocols. 

Under this criterion, the path from the sender (i.e. source) to 

the sink that traverses the smallest number of intermediate 

nodes (hops) will be selected as the optimal one. The shortest 

path will reduce end-to-end delays and resource consumptions 

by involving the smallest possible number of nodes saving the 

energy of nodes that are not included in the routing path [12] 

[19] [25]. In Fig. 3, a routing protocol built on this criterion, 

could find the path (2-6-9) which comprises the minimum hop 

(i.e. 3). 

c) Traffic Load (TL): The current amount of traffic still 

present in a node's queue is called traffic load (or intensity) of 

a node. A data queue overflow problem in the sensor nodes is 

resulted by high traffic load and could lead to the loss of 

valuable information. Also, since the limited battery energy of 

the sensor nodes is quickly depleted when having high traffic 

load, the lifetime of the whole network would become shorter 

[4] [19] [25]. Therefore, it’s preferred to avoid sending more 

traffic to the node of high traffic load in order to keep the 

WSN performing for more time. In Fig. 3, T value inside each 

node represents the traffic load of that node. Considering this 

criterion, the path (2-3-7-10-12) is the selected one as it totally 

has the lowest traffic load (i.e. 17). 

 
 

Fig.2 Network partition due to the death of certain nodes 

 

 
 

Fig.3 Routing options in a small WSN using different metrics (numbers 

inside each node indicate the Remaining Energy (RE) and Traffic Load 
(T) for the corresponding node) 
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To extend the network lifetime and reduce the path 

finding time in each transmission round, this paper proposes a 

new routing method named FDstar-Lite algorithm. The 

proposed routing method is used to find the optimal routing 

path from source toward destination as per the said metrics 

(Remaining Energy, Minimum hop and Traffic Load) and 

balancing among them. Also, the proposed method is reusing 

the path repeatedly for later transmissions until a specific 

change occur in the cost of any node of that path. Then, 

another path will be searched starting from the changed node 

position in order to lengthen the lifetime of the sensor network 

as much as possible and avoid uneven energy consumption 

while minifying the delay caused by path finding process. 

IV. DSTAR-LITE ALGORITHM AND FUZZY LOGIC 

A. Dstar-Lite Algorithm 

Dstar-Lite is an incremental heuristic graph search 

algorithm. An incremental search aims to recalculate only 

those start distances (that is, distances from the start node to a 

node) that have changed or have not been calculated before 

while heuristic search attempts to recalculate only those start 

distances that are needed for recalculating a shortest path from 

the start vertex to the goal vertex [26]. The search is done in 

backward manner (starting from the goal node and ending on 

start node) evaluating (or expanding) each encountered node 

based on the sorted priority queue until the start node is 

reached. The flowchart in Fig. 4 illustrates the general idea of 

Dstar-Lite algorithm. 

 Each node has a Key value (evaluation function) depends 

on the two values. These are g value, refers to the start 

distance of a node (node cost) and rhs (right-hand side) value 

which is calculated as the following: 

   (1) 

where succ(s) is the set of nodes that are successors to s and 

c (u, s) is the cost of moving from node u to node s. 

The priority queue is sorted based on Key values and Key 

of a node (s) is a vector of two components calculated as the 

following: 

  (2) 

where h(s, Sstart) is an estimate of the distance from node s to 

the start node (Sstart). 

One advantage of Dstar-Lite algorithm is that it uses 

knowledge from previous searches to perform later searches 

much faster than is possible by solving each search task from 

the beginning. Dstar-Lite algorithm efficiently searches a 

shortest path from its current node to the goal node by 

evaluating only those goal distances that have changed (or 

have not been calculated yet) and it is relevant for 

recalculating the shortest path. The challenge is to determine 

these cells efficiently [26], thus we applied a specific 

mechanism in this regard as explained in the next part. 

B. Fuzzy Logic 

Since the invention of Fuzzy Logic in 1965 by Lotfy 

Zadeh, it is widely used by many different applications to 

enhance calculation processes in such a way that facilitate 

human knowledge in a specific field by representing that 

knowledge in a computerized form. A fuzzy control system 

can be defined as a knowledge-based system, implementing 

expertise of a human operator or process engineer that can be 

easily represented through a set of linguistic terms such as 

“cold”, “normal” or “hot” called fuzzy rules (IF-THEN rules) 

[27]. 

In Fuzzy Logic, each object x belongs to a set of objects X 

called universe of discourse in a degree. This degree of 

belongingness is known as membership function. A fuzzy set 

A in X is defined by a set of ordered pairs: 

 

where the function µA(x) is called membership function of the 

object x in A [24]. Fig. 5 shows the fuzzy membership 

function. 

Membership functions offers a mapping of objects to a 

 
 

Fig.4 Dstar-Lite (general algorithm) 

 
 

Fig.5 Membership function from the pair (x, µA(x)) 
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continuous membership value in the interval [0...1]. When a 

membership value is close to the value 1 (µA(x) →1), it means 

that input x is highly belongs to the set A, on the other hand, 

small membership values (µA(x) →0), indicate that set A does 

not suit input x very well [28]. The dynamic behavior of a 

fuzzy system is characterized by a set of linguistic fuzzy rules 

relevant to the knowledge of a human expert. The general 

form of the linguistic roles is IF antecedent(s) THEN 

consequent(s), where antecedents and consequents are 

propositions containing linguistic variables. Antecedents of a 

fuzzy rule form a group of fuzzy sets through the use of logic 

operations. Thus, the knowledge base of a fuzzy inference 

engine is formed by the combination of fuzzy sets and fuzzy 

rules. Rules are the core of a fuzzy system and may be 

provided by experts or can be obtained from numerical data. 

In either case, the rules that we are interested in can be 

expressed as a collection of IF THEN statements [24]. 

The fuzzy input space and fuzzy output space are formed 

by antecedents and consequents of fuzzy rules respectively 

and are defined by combinations of fuzzy sets. Considering a 

fuzzy system with p inputs and one output with M rules, the 

L
th

 rule has the form [28]:  

LL

pp

LL GyTHENFxFxIFR  is    is  and ... and  is  : 11  

where  GL denote the linguistic variables defined 

by fuzzy sets and L=1…M. Fig. 6 shows the typical structure 

of a fuzzy system. 

The process of turning crisp inputs into fuzzy 

representations is called fuzzification. This involves 

application of membership functions such as triangular, 

trapezoidal, Gaussian etc. The inference engine produces a 

fuzzy output from the fuzzified inputs by utilizing the rule 

base. A consequent of the rule and its membership to the 

output sets is calculated here. Inversely, the defuzzification 

process involves conversion of the output of a fuzzy rule into 

crisp outputs using one of defuzzification strategies [24]. 

V.  FDSTAR-LITE ROUTING ALGORITHM IN WSNS 

Considering a WSN as a directed-weighted graph, the 

process of finding an optimal path form the source to the sink 

in order to forward the sensed data through can be done using 

a graph search algorithm. Therefore, we proposed FDstar-Lite 

algorithm that couples Dstar-Lite algorithm with Fuzzy logic. 

Details of FDstar-Lite implementation in WSNs are given as 

the following: 

A. Implementation of Dstar-Lite Algorithm 

This part will describe how Dstar-Lite algorithm is 

exploited to be applied in WSNs routing. It is used to conserve 

total network energy for longer time while perform search 

tasks faster by using knowledge from previous searches  to 

bypass the overheads of initiating path finding process from 

scratch, therefor, reduce delay of data transmission. 

Firstly, we assume that, the sink has knowledge about the 

current status of each node in terms of battery energy level, 

location coordinates and traffic load. Thus, the proposed 

routing method finds the routing path for sensor node that has 

data to be sent (source node) or (s) toward the sink for the first 

time as the following: 

1. Starting from the sink as current node to be expanded, 

detect all neighboring nodes that can directly communicates 

with the sink (i.e., their transmission range can reach the 

sink). When the source node (s) is detected as sink’s 

neighbor, it could send its collected data directly without 

any intermediate hop, otherwise, calculate the key values 

for all detected nodes as the following: 

a) As assumed, (x, y) coordinates are known for each 

sensor node in the network, distance (d) of each node 

(n) to the source node (s) can be calculated as the 

following: 

                          (4) 

where (Xs, Ys) and (Xn, Yn) are the (x, y) coordinates 

for nodes n and source node s. The h value for a node 

can be calculated then by distance normalization to 

[0...1] using feature scaling method. 

 

 
 

Knowing the maximum possible distance in the sensor 

area (i.e., diagonal length) and minimum distance is 0, 

and then we have: 

 
 

b) After that g (n) value represents the remaining energy 

of node n, that is, battery status of node n. 

c) The rhs (n) value is the current traffics pending in the 

queue of node n. 

d) Node fitness NF(n) is calculated by applying fuzzy 

inference system, where g(n) and rhs(n) values are the 

inputs to that system and NF(n) is the output with a 

value of range [0..1]. This will be described in the next 

section of this part. 

e) After h, NF values are calculated, key value is obtained 

using the following equation: 

 
 

2. When a set of nodes detected in the same expansion 

process, they are successors to the expanded node and 

substitutes to each other. The pack pointer of each node 

discovered during the expansion process is set to the 

expanded node. 

 
 

Fig.6 Typical structure of the fuzzy system [27] 
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3. After each node expansion process, the expanded node will 

be removed from PQ and the set of detected nodes will be 

added to the priority queue (PQ) which is then sorted by key 

values in descending order. The next node to be expanded is 

the first node in the top of PQ. 

 

4. The process from step1 to step3 is repeated until the source 

node is detected then the optimal path can be easily traced 

back by following the back pointers from the source node 

toward the sink. 

 

5. Path finding process is done when the source node is 

founded or when the PQ is became empty and the source 

node is not reached yet. In the latter case the algorithm is 

failed to find the optimal path due to network partition. 

 

After the optimal path is founded for a specific source 

node, it will be used for all later data transmissions of that 

node until change in the cost of any node in the path is 

detected. Change detection process is done after each time the 

optimal path is used; it can be explained as the following: 

1. Each intermediate node in the optimal path is compared 

with its best substitute node from step2 in path finding 

process. In case of the key of any intermediate node is 

smaller than the key of its best substitute node in the list of 

substitutes, change is said to be detected. 

 

2. Whenever change is detected, the best substitute node 

becomes the starting point of the next path finding process. 

Hence the time of path finding from the sink to the changed 

node position is saved. 

 

B. Implementation of Fuzzy Logic 

The function of Fuzzy system used in our proposed 

routing method is to assign a suitable fitness value NF(n) for 

each node n depending on g(n) and rhs(n) values of the 

corresponding node. Fig.7 shows the structure of the fuzzy 

system used in this routing method. 

There are three membership functions for this fuzzy 

system, these are g(n) and rhs(n) values as the input 

membership functions on which fuzzification process is done 

by mapping these two values to their relevant fuzzy sets. The 

third membership function is that of NF (n) as the output value 

of range [0...1]. Fig. 8 shows the membership functions of this 

fuzzy system. 

Universes of discourse for the three membership 

functions are [0...0.5], [0...10] and [0...1] for g (n), rhs (n) and 

NF (n) respectively. After the fuzzification process, the 

fuzzified inputs will then be passed through the fuzzy 

inference engine to produce the fuzzy output represented by a 

linguistic term that belongs to the set of consequents in the If-

Then rules illustrated in Table I. 

The number of rules in the rule base is 5
2
 =25 rules as 

shown in the table above. These rules are used by the fuzzy 

inference system to determine the output for each fuzzy inputs 

combination. For example IF g (h) is High and rhs (n) is 

Low Then NF (n) is Very Good. Here, the logical operator of 

fuzzy implication is AND. These rules are processed in 

parallel by a fuzzy inference engine. Any rule that fires 

contributes to the final fuzzy solution space. At the end, the 

defuzzification finds a single crisp output value from the fuzzy  

solution space. This value represents the node cost. Practice 

defuzzification is done using center-of-gravity method [24] 

given by: 

 

where Ui is the output of rule base i and ci is the center of the 

output membership function for n rule base number. The 

flowchart of the proposed routing protocol is shown in Fig. 9. 

 
 

Fig.7 Structure of the fuzzy system for the proposed routing method 

 
 

Fig.8 Structure of the fuzzy system for the proposed routing method 

TABLE I.  IF THEN RULES 
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VI. SIMULATION RESULTS 

To examine the effectiveness of the proposed method 

considering balancing energy consumption and maximizing 

network lifetime, simulation results of the proposed are 

compared with those of A-star algorithm, Fuzzy approach, 

Fuzzy A-star and Dstar-Lite algorithm. The five methods 

involve the same routing metrics namely, the remaining 

energy, the shortest hop, and the traffic load during search of 

the optimal path from the source node to the sink node. 

A-star algorithm is shown to obtain better results than 

existing maximum lifetime routing algorithms in literatures 

such as Genetic Algorithm, Warshall algorithm [20] and 

AODVjr algorithm [29]. The fuzzy approach is also shown to 

produce better performance over existing maximum lifetime 

routing algorithms in literatures such as Online-Maximum-

Lifetime-heuristic (OML) [17] and Minimum Transmit 

Energy (MTE) [18]. Moreover, the method proposed in [24] 

that incorporates both A-star algorithm and Fuzzy approach 

outperforms both of the A-star algorithm and Fuzzy approach. 

Dstar-Lite algorithm also performs better than Fuzzy approach 

and the A-star algorithm. Experimental results obtained under 

various network scenarios in [17] [18] [20] [24] [29] indicate 

that all of  the Fuzzy approach, A-star algorithm and Fuzzy A-

star give optimal performance in terms of the network lifetime 

as well as the average energy consumption. 

A. Simulation Setup 

MATLAB is the simulator software used for this 

simulation. 100 sensor nodes are deployed in a topographical 

area that has 100m×100m dimensions. Nodes deployment is 

done in random manner. The transmission range of each node 

is limited to (30m). The data sink is located at (90m, 90m). 

The initial energy capacity is (0.5J) for all sensor nodes in the 

network. The first order radio model that is frequently used in 

the area of routing protocol evaluation in WSNs [30] is also 

used in the proposed method. According to this model, 

transmission and receiving costs were calculated using the 

expressions EnT (k) =Eelec k+Eamp  k.d
2
 and  EnR(k)=Eeleck, 

respectively, where k is the number of bit per packet (packet 

size), d is the distance from the sender node to the receiver 

node, Eelec is per bit energy consumed in transmitting or 

receiving circuitry and Eamp is energy required per bit per 

square meter for the amplifier to yield acceptable signal to 

noise ratio (SNR) respectively. The value assigned in this 

simulation for Eelec is (50nJ/bit) and (100pJ/bit/m
2
) for Eamp. 

 
Fig.9 Structure of the fuzzy system for the proposed routing method 
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The traffic load, in each node is represented by a random 

number generated from [0…10] range of values. Table II 

gives details of system parameters.  

B. Simulation Results 

The number of alive nodes for each transmission round 

using the five different approaches is shown in Fig. 10. It is 

obvious that the proposed method conserves more alive nodes 

than A-star algorithm, Fuzzy approach, Fuzzy A-star and 

Dstar-Lite algorithm after the same number of packets 

transmitted. When all the 20,000 packets are sent in the area, 

the network lifetime achieved by the proposed method is 

nearly 35% more than that obtained by A-star algorithm, 31% 

more than that obtained by Fuzzy approach, 13% more than 

that of Dstar-Lite algorithm and 11% more than Fuzzy A-star. 

Moreover in Fig. 10, one can see that our proposed 

method keeps the number of alive nodes higher than that of 

the methods compared with. 

The number of packet sent when first node died is 

recorded using the five different approaches as shown in Table 

III. Remarkably, the first node death occurrence in the 

proposed method is much later than that of the other four 

methods. Having Fig. 10 and Table III, one can conclude that, 

the proposed method is more efficient than A-star algorithm, 

Fuzzy approach, Dstar-Lite algorithm and Fuzzy A-star in 

balancing energy consumption and prolonging of network 

lifetime. 

The average remaining energy of a WSN decrease with 

the number of transmission rounds increment. As the number 

of delivered packets increase, the proposed method results in 

higher average remaining energy values than A-star algorithm, 

Fuzzy approach, Dstar-Lite algorithm and Fuzzy A-star. 

Fig.11 shows that, better energy balance in a WSN is achieved 

by the proposed method. 

The delay caused by data packets transmission is an 

important parameter for certain applications where sensed data 

is needed to be collected shortly. The five different approaches 

are compared as shown in Fig. 12. The proposed method has 

clearly shortest delay than A-star algorithm, Fuzzy approach, 

Dstar-Lite algorithm and Fuzzy A-star. This is caused by the 

nature of Dstar-Lite algorithm that uses knowledge from 

previous searches instead of starting each path search process 

from scratch. Shorter delay implicitly indicates energy saving 

and efficient transmission (especially for secure and important 

information). Particularly, data packets are sent through 

different node-disjoint routing paths with multipath routing to 

eschew network congestion and expand the network lifetime. 

TABLE III.  IF THEN RULES 

 

 
 

Fig.10 Number of nodes still alive for each round 
 

TABLE II.  NUMBER OF PACKETS SENT AND FIRST NODE DEATH 

 

 
 

Fig.11 Average remaining energy for each round 

 

 
 

Fig.12 Cumulative simulation time for all packets 
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Note that above simulations are done with the assumption 

of that all the nodes are well maintained (i.e. stable with 

enough power) until the death of node. In real world, there are 

many factors that lead one or more of the sensors in the 

critical pathway to perform irregularly. In such case, the 

parameters of environmental effects and behavior performance 

noise (fluctuations) into the WSN may be added. As there are 

too many parameters to be considered, future researches about 

such topics may be quite interesting and challenging. 

VII. CONCLUSION  

The limited battery capacity of sensor nodes used in most 

of WSNs brings the challenge of network lifetime to the top of 

the list. Therefore, it is important to adopt strategies that 

efficiently utilize the available energy. Routing path finding 

methods have a high impact on network lifetime and this is 

one of the main characteristics of WSNs. Uneven energy 

drainage is a common problem in a WSN. To achieve efficient 

data transmission through routing path that is selected to be an 

optimal path to maximize the overall lifetime of the network 

with reducing the delay caused by path finding process, we 

proposed FDstar-Lite, a new method adopting a combination 

of Dstar-Lite algorithm and Fuzzy Logic. The new method is 

capable of finding an optimal routing path to be used in data 

transmission from the source node toward the sink involving 

intermediate node(s) by preferring nodes with the highest 

residual energy, minimum hops incorporated and lowest 

pending traffic. Comparing the proposed method with other 

four methods, the results demonstrate that the performance of 

the proposed method, under the same criteria, is much better 

than that of the four methods in terms of network lifetime and 

transmission delay. 

REFERENCES 

[1] J. N. Al-Karaki; A. E. Kamal, "Routing Techniques in Wireless Sensor 

Networks: A Survey,” IEEE Wireless Commun., vol. 11, no.6, pp. 6-28, 

Dec., 2004. 

[2] R. V. Kulkarni., A. Forster., and G. K. Venayagamoorth, 

"Computational Intelligence in Wireless Sensor Networks: A Survey,” 

IEEE Commun. Surv. Tutorials, vol. 13, no. 1, pp. 68-96, Feb., 2011. 

[3] Cunqing Hua, and T. P. Yum, "Optimal Routing and Data Aggregation 

for Maximizing Lifetime of Wireless Sensor Networks,” IEEE/ACM 
Trans Networking, vol.16, no.4, pp. 892 – 903, Aug., 2008. 

[4] Haibo Zhang, and H., Shen, "Balancing Energy Consumption to 

Maximize Network Lifetime in Data-Gathering Sensor Networks,” IEEE 
Trans. Parallel Distrib. Syst., vol. 20, no.10, pp. 1526 - 1539, Oct., 

2009. 

[5] H. R. Karkvandi, E. Pecht, and O. Yadid, "Effective Lifetime-Aware 

Routing in Wireless Sensor Networks,” IEEE Sensors J., vol.11, no.12, 

pp. 3359-3367, Dec., 2011. 

[6] M. J. Tsai, H. Y. Yang, and W. Q. Huang, "Axis-Based Virtual 

Coordinate Assignment Protocol and Delivery-Guaranteed Routing 
Protocol in Wireless Sensor Networks,” in IEEE INFCOM, May., 2007, 

pp. 2234-2242. 

[7] J. Park, and S. Sahni, "An Online Heuristic for Maximum Lifetime 
Routing in Wireless Sensor Networks,” IEEE Trans. Comput., vol. 55, 

no.8, pp.1048- 1056, Aug., 2006. 

[8] C. Wu, R. Yuan, and H. Zhou, "A novel Load Balanced and Lifetime 

Maximization Routing Protocol in Wireless Sensor Networks,” 67th 

IEEE Veh. Tech. Conf., 2008, pp. 113-117.  

[9] Hsu, Chih-Cheng, et al. "Joint Design of Asynchronous Sleep-Wake 

Scheduling and Opportunistic Routing in Wireless Sensor 

Networks." Computers, IEEE Transactions on 63.7 (2014): 1840-1846. 

[10] J. H. Chang, and L. Tassiulas, "Maximum Lifetime Routing in Wireless 

Sensor Networks,” IEEE/ACM Trans Networking, vol. 12, no. 4, pp. 
609- 619, Aug., 2004. 

[11] O. Zytoune, M. El-aroussi, and D. Aboutajdine,"A Uniform Balancing 

Energy Routing Protocol for Wireless Sensor Networks,” Wireless Pers. 
Commun., vol. 55, no. 2, pp. 147-161, Oct., 2010. 

[12] Y. M. Lu, and V. W. S. Wong, "An Energy-Efficient Multipath Routing 

Protocol for Wireless Sensor Networks,” 64th IEEE Veh. Tech. Conf., 

pp. 1-5, 2006. 

[13] Haojun, H.; Guangmin, H.; and Fucai, Y.: Energy-aware geographic 
routing in wireless sensor networks with anchor nodes. International 

Journal Communication Systems, 26(1), 100-113, (2013). 

[14] Shi, L.; Zhang, B.; Mouftah, H. T.; and Ma, J.: DDRP: an efficient data-
driven routing protocol for wireless sensor networks with mobile sinks. 

International Journal Communication Systems, DOI: 10.1002/dac.2315, 

(2012). 
[15] C. Park, and I. Jung, "Traffic-Aware Routing Protocol for Wireless 

Sensor Networks,” in IEEE ICISA, Apr., 2010, pp. 1-8. 

[16] Wang,  G.;  Guo,  L.;  Duan,  H.;  Liu,  L.;  and  Wang,  H.:  Dynamic  
deployment  of  wireless  sensor  networks  by biogeography based 

optimization algorithm. Journal of Sensor and Actuator Networks, 1(2), 

86-96, 2012. 
[17] M. R. Minhas, , S. Gopalakrishnan, V. C. M. Leung, "An Online 

Multipath Routing Algorithm for Maximizing Lifetime in Wireless 

Sensor Networks,” in Proc. IEEE ITNG, Apr., 2009, pp. 581–586. 
[18] M. A. Azim, and A. Jamalipour, "Performance Evaluation of Optimized 

Forwarding Strategy for Flat Sensor Networks,” IEEE Global 

Telecommum. Conf., 2007, pp. 710 – 714. 
[19] S. Y. Chiang, and J. L. Wang, "Routing Analysis Using Fuzzy Logic 

Systems in Wireless Sensor Networks,” Lecture Notes in Computer 
Science, vol. 5178, ch. 120, Springer Berlin Heidelberg, Berlin, 

Heidelberg, 2008, pp. 966-973. 

[20] K. M. Rana, and M. A. Zaveri, "ASEER: A Routing Method to Extend 
Life of Two-Tiered Wireless Sensor Network,” Int. J. of Advanced 

Smart Sensor Netw. Syst, vol. 11, no. 2, pp.1-16, Oct., 2011. 

[21] Imad S. Alshawi, “Balancing Energy Consumption in Wireless Sensor 
Networks Using Fuzzy Artificial Bee Colony Routing Protocol,” 

International Journal of Management & Information Technology, vol.7, 

no.2, pp. 1018-1032, Nov. 2013. 

[22] Karaboga, D.; Okdem, S.; and Ozturk, C.: Cluster based wireless sensor 

network routing using artificial bee colony algorithm. Wireless 
Networks, 18(7), 847-860, (2012). 

[23] Okdem, S.; Karboga, D.; and Ozturk, C.: An application of wireless 

sensor network routing based on artificial bee colony algorithm.  IEEE 
Congress of Evolutionary Computation, 326-330, (2011). 

[24] I. S. Alshawi, L. Yan, W. Pan, B. Luo. Lifetime enhancement in wireless 

sensor networks using fuzzy approach and A-star algorithm. IEEE 
Sensors J., 2012, 12(10): 3010-3018.  (SCI: WOS: 000307901200011, 

EI: 20123515374241) 

[25] W. Dargie, and C. Poellabauer, "Network Layer,” in Fundamental of 
Wireless Sensor Networks Theory and Practice, 1st. Chichester, UK: 

John Wiley & Sons, Ltd, Jul., 2010,  pp. 163-204. 

[26] Sven Koenig, Maxim Likhachev,” Fast Replanning for Navigation in 
Unknown Terrain,” IEEE TRANS. Robotics, vol. 21, no. 3, pp.354-363, 

Jun 2005. 

[27] L. A. Zadeh. Soft computing and fuzzy logic. IEEE Software, 1994, 

11(6): 48-56. 

[28] K.-Y. Cai and L. Zhang. Fuzzy reasoning as a control problem. IEEE 
Trans. Fuzzy Syst., 2008, 16(3): 600-614. 

[29] X. H. Li, S. H. Hong, and K. L. Fang, "WSNHA-GAHR: a greedy and 
A* heuristic routing algorithm for wireless sensor networks in home 

automation,” IET Commun., vol. 5, no. 13, pp. 1797-1805, Sep., 2011. 

[30] W. R. Heinzelman, A. Chandrakasan, and H. Balakrishnan, "Energy-
Efficient Communication Protocol for Wireless Microsensor Networks,” 

Proc. 33rd Annu. Hawaii Int. Conf. Syst. Sci., 2000, vol. 2, pp. 1-10. 

 

 

 

 

 

 

 

 

 

 

 

 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 14, No. 3, March 2016

https://dx.doi.org/10.6084/m9.figshare.3153868 54 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



Dr. Imad S. Alshawi (M’12) was born in Basra, Iraq, 

in 1976. He received the B.Sc. and M.Sc. degrees in 
computer science from the College of Science, Basra 

University, Basra, Iraq, in 2001 and 2003, 

respectively. He received the Ph.D. degree in 
information and communication system from 

Southwest Jiaotong University, Chengdu, China. He 

is currently an Assistant Professor with College of 
Computer Science and Information Technology, 

Basra University. He is a frequent referee for more than10 journals. He is the 

author or co-author of more than 30 papers published in prestigious journals 
and conference proceedings. His current research interests include Wireless 

Sensor Networks, Artificial Intelligent, Network Management and 

Information Security.  
Dr. Alshawi is a member of the IEEE, the IEEE Cloud Computing 

Community and the IEEE Computer Society Technical Committee on 

Computer Communications. 
 

 

 

Ismaiel O. Alalewi was born in 1991. He is an 

M.Sc. student in Computer Science Department, 

College of Science, University of Basra, located in 

his hometown of Basra, Iraq. He received the B.Sc. 

degree from Computer Science Department in Shatt 

Al-Arab University College, Basra, Iraq, in 2012. 

He is recently interested in Wireless Sensor 

Networks. 

 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 14, No. 3, March 2016

https://dx.doi.org/10.6084/m9.figshare.3153868 55 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

Abstract— Characteristics related to people signature has been 

extracted in this paper. Extracted Specialty vector under neural 

network has been used for education. After teaching network, 

signatures have been evaluated by educated network to recognize 

real signature from unreal one. Comparing the results shows that 

the efficiency of this method is better than the other methods.  

 
Index Terms— signature recognition, neural networks, image 

processing.  

 

I. INTRODUCTION 

 andwritten signatures are the most common criterion for 

recognizing and confirming identity of people. In official 

system, most sectors especially in commercial domain such as 

banks, institutes and organizations are the applicants of 

methods for determining identity of people. Signature is one 

of the biometric characteristics of people by which person can 

confirm and approve a document. Hence, recognizing this fact 

that the signature on the document belongs to which person is 

so important. Signature recognition method and recognizing is 

real or not is a popular technique among the users. The 

advantage of using signature recognition method is that most 

of new portable computers apply handwritten inputs and don’t 

need for innovation and inventing new hardware systems to 

collect data. Overall, signature recognition is one of the safest 

methods of identity recognition and it is accepted in 

commercial activities [1]. 

 

Signature recognition methods have been classified into two 

main groups: Static and dynamic. 

 Static method considers signature as a two- dimensional 

image that doesn’t have any information related to time. 

Therefore, static properties of signature that are not variable 

by time, are used to recognize signature. In dynamic method 

of signature recognition, pen movement while writing is 
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considered and a particular tool called digitalizing paper and a 

sensitive pen to pressure are applied. In other words, dynamic 

method uses the dynamic characteristics of signing process. 

This method involves extracting some characteristics of 

recorded information in the signing procedure and comparing 

them with the characteristics of referred and denoted signature 

[2, 3, 11]. How design a biometric system to recognize a 

person is an important matter. Based on situation, these 

systems can be used for recognition and confirming people. 

Recognition system tries to survey entered biometric data 

validity regarding the existed ones in database. Some of the 

identity recognition methods are pointed here: 

Token is usually something that you carry with yourself and it 

can be regarded as your identity document, such as intelligent 

cards, magnetic cards, key, passport, ID card and so on. All 

these things have some faults like: being lost, not being with 

person, being old and being impersonate or counterfeit. 

 Second type of recognition systems are called knowledge that 

are things you remember such as password and pin code. 

These systems have also some faults like forgetting and being 

transpire.                                      

Third class contains biometric based systems. These systems 

use human's physiologic and behavioral characteristics for 

recognition. This method doesn’t have the faults of previous 

classes and has significantly increased safety and accuracy.                                                                                                                      

Measurement and statistical analysis of biologic data is called 

biometric. Biometric refers to a technology for measuring and 

analyzing properties of body by using particular attributes 

(physiological or behavioral attributes) for personal identity 

recognition.                                                                                           

All the biometric systems have parameters to introduce 

properties and abilities of systems such as: False Acceptance 

Rate: This parameter determines the possibility of accepting 

real user from unreal one. This parameter should be as small 

as possible.                   

False Rejection Rate: This scale demonstrates how mush 

person is not accepted by mistake (very high sensitivity). This 

parameter also should be small enough.                                                                                                                         

Equal Error Rate: decreasing rate of mistake acceptance 

increases inevitably rate of mistake unacceptance. The point in 

which rate of mistake acceptance equals with the rate of 

mistake unacceptance is the point of Equal error rate.                                

The less amount of this parameter shows that the system has a 

better sensitivity and an appropriate balance.                                                                                          

Enrollment Incorrect: It is the possible error that may be 

occur while sampling to record in database to distinguish 

correctly [4].                     
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The first efforts in simulation by a logic model were done by 

Mackluk and Walter Pitz which are the main block of 

constructing most artificial neural networks. This model 

presents some hypothesis about neurons performance. 

Performance of this model is based on collecting and sum of 

inputs and creating output. If the sum of inputs is more than 

threshold, neuron will be motivated. The result of this model 

was doing simple functions such as OR and AND.                                                      

 

Not only Neurophysiologists but also psychologists and 

engineers have influenced the progress of neural networks. In 

1958, Perceptron network was introduced by Rouzenblat. This 

network was similar to the previous modeled units. Perceptron 

has 3 layers with a middle layer known as a connecting layer. 

This system can learn to impose proper random output to a 

given input. 

Obtained improvements in 1970 and 1980 were important to 

pay much attention to neural networks. Some other factors 

have roles in this case such as wide conferences and books 

presented to people in different fields. Today, ANN 

technology has faced with significant changes [5].                                                      

The followings are some static methods for signature 

recognition including: Two-dimensional transformations, 

directional information histogram, curviness consideration, 

creating horizontal and vertical image, following signature and 

finding the location of special places in signature building. 

One of the pioneers in this field in 1980s is Ammar that used 

the idea of statistical consideration of dark points to recognize 

pseudo dynamic characteristics. That is, there is a positive 

relationship between darkness level and the amount of 

grayness with pressing the pen that is one individual attribute.                  

Some Dynamic recognition methods are as follow: Possible 

classifiers, variation time, neural networks (ANN), and 

Markov hidden models, signal correlation methods, 

hierarchical methods, and Euclidean distances and so 

on[6,9,10].  

In this paper we has been extracted Characteristics related to 

people signature. Extracted Specialty vector under neural 

network has been used for learning. After teaching network, 

signatures have been evaluated by educated network to 

recognize real signature from unreal one. Comparing of the 

results shows that the efficiency of proposed method is better 

than the other methods.                                                                                             

This paper is organized following: in the next section 

artificial neural networks have been considered first in section 

3 proposed method has been presented. Discussions include 

the results of proposed algorithm was explained in section 4. 

Finally, Conclusion and suggestions are the next sections. 

  

II. ARTIFICIAL NEURAL NETWORK  

Artificial Neural Network is a system for processing data. It 

has used the idea of human brain. Data process is done by a lot 

of microprocessors that are connected as a network. They act 

parallel to each other to solve a problem. 

  Neural Network includes the elements of building the 

layers and weights. Network behavior is dependent to the 

relationships between the members. Overall, there are three 

kinds of neurons layer in Neural Network:                                      

Input layer: receiving the raw information of network; Hidden 

layers: Performance of these layers is determined by the inputs 

and the related weight between them and hidden layers. 

The weights between entrance and hidden layers determines 

when should activate a hidden unit. Output layer: Performance 

of output unit depends on the activity of hidden unit and the 

related weight of hidden unit and output. Figure 1 shows a 

section of one neuron layer in neural network. 

 

 
 

Figure 1. a section of one neuron layer in neural network 

 

Neural networks are divided into 4 groups based on teaching 

method: Fixed weight: There is no learning and weights 

amounts are not updated. 

Learning without supervisor or headman: weights are only 

corrected by inputs and there is not any appropriate output to 

correct them by comparing network output and determining 

error of weights. 

Learning with supervisor or headman: appropriate outputs are 

shown to network according to the input patterns. Changing 

weights continues till the output differences of network are 

acceptable for learning patterns. Reinforcement learning: 

quality of the system performance is improved step by step in 

proportion to time [10]. 

III. PROPOSED METHOD  

In this paper, a new signature recognition method is 

proposed that first by proposing preprocess methods on the 

images of signatures, an image without noise is created. Then 

by imposing other methods, we try to obtain the main 

characteristics of that signature. In the next step, we try to 

educate neural network by the use of neural network and 

extracted attribute curve. Finally, the efficiency of proposed 

method is evaluated. Flowchart of performed procedures is 

shown in figure 2. 

 

A. Preprocess 

As it mentioned earlier, our database is SVC 2004. First we 

make existed signatures (real or unreal) in this database ready 

for extracting attributes by preprocess. it can be explained that 
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preprocess is the process in lower levels. The main objectives 

of this step is promoting image and removing unnecessary 

indexes from image (removing noise). 

 

 
Figure2. Flowchart of Proposed Method 

 

This step has this characteristic that both input and output is 

the image. The mean filter with mask 3*3 is used for this 

purpose. The image of mean filters is the simplest calmative 

filters. A mean filter m*n is a mask with a number of 1 for 

each elements (m, n). In other words, the amount of each pixel 

in output image equals with the mean of light intensity in 

current pixel and the vicinity pixels. For calming the image a 

mean filter of 3*3 is used that each element of this filter 

equals with 9/1. An example of M×N mask is demonstrated in 

figure 3. 

 

 
Figure 3. An example of  M×N mask 

B.  Extracting the attributes 

To determine the identity and creator of an image from its 

pattern, we have to extract some general or specific 

characteristics out of image that is called attribution 

extraction. For example, in signature recognition by image 

processing, some attributes (like lines inclination) are 

extracted out of scanned image of signature to recognize the 

person who has signed it. The main purpose of attribute 

extraction is to make the raw data ready and usable for the 

next statistical processes. Different methods of extracting 

attribute may accomplish one of the following task or more 

according to the philosophy behind them:                          

Eliminating data noise, Separating independent elements of 

data, decreasing the dimension for producing brief 

representing, increasing the dimension for producing separable 

representation 

Overall, in this extracting step, the appropriate attribute for 

signature recognition is extracted and pattern classes are 

formed if necessary. 

 

C. Learning 

In the next step that is neural network learning, as 

mentioned earlier, a multilayer Perceptron network with a post 

diffusion learning rule is used that is a comprehensive method 

for classifying data. It can be said that learning is a kind of 

learning by a supervisor. In this method it’s possible that there 

is a relationship between the outputs and the weights or the 

errors are diffused from the output layer to the input one and 

the weights are corrected.                                                           

The main purpose is to plan a network that is initially 

educated by the existed learning data. Then by using the input 

vector to the network it can recognize its class. Such a 

network is widely used for pattern recognition tasks. In the 

next step, the difference between the signatures and the 

reference signatures are evaluated. If the difference is more 

than the predefined threshold, the signature is rejected.   

 

IV. RESULTS 

The experiment in this paper has been performed in a 

computer with following characteristics:                                                                                                  

Processor: Intel Core™ i5 CPU M480, Installed Memory 

(Ram):2.00 GB, Win 7 Home Premium, Software: Matlab 

R2014b. 

   In the proposed experiment, the database of signatures 

related to the first competitions of dynamic signature 

conforming (SVC 2004) is used. This database involves a set 

called Task1.The information of the signature attributes are 

shown in it as well as the time of its record and the pen 

position( pen-up and pen-down). The signatures in this 

database are related to 40 people and there are 40 samples for 

each person. From these 40 samples, 20 first samples are the 

major signatures and the other 20 samples are the secondary 

signatures signed by the professional forgers. The file is in a 

text format and is named UxSy.txt. x is the number of user and 

it is ranged from 1 to 40. Signatures 1 to 20 are real and 21 to 

40 are forged. 

    Data of these text files started with some samples and have 

4 columns of: x, y, time (t) and the pen position (pen up=0 and 
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pen down=1). A figure of text file is shown in the following 

figure.  

 

 
 

Figure 4. a section of text files U1S1.txt 

 

For assessing the efficiency of the signature recognition 

methods, it is common to use a set of real signatures and 

forged signatures. By the use of signature database, false 

acceptance rate (FAR) and false rejection rate (FRR) are 

calculated.             

False acceptance rate means that we accept someone forger as 

a person who has signed it and false rejection rate means that 

we reject someone who has signed it. For an ideal system, 

both false acceptance rate and false rejection rate should be a 

small number.  False acceptance rate and false rejection rate 

depends on each other and decreasing one of them, increases 

the other. In practice, Equal error rate is used in evaluating 

system. Equal error rate is a point that false acceptance rate 

and false rejection rate equal each other. The chart of ERR 

calculation is shown here:   

 

 
Figure 5. the chart of ERR calculation 

 

In above chart, the range 0-100 shows the threshold 

amounts in horizontal axis and FAR and ARR in vertical axis. 

As it is clear, both positive false acceptance rate and negative 

false rejection rate are shown for all the samples and in two 

charts. The cross of these two charts shows equal error rate 

(ERR). This is a point in with the best amount of threshold is 

located on it. It should be explained that depending on the 

identity recognition application and the safety, another point 

can be regarded as the threshold. The results of comparison 

are shown in the table1. 

 

V. CONCLUSION AND FUTURE WORKS 

In this paper, a method is proposed to recognize the 

handwritten signatures as the real or forged ones. Because of 

the increase in using the signature in financial documents and 

forging the signatures, Systems are developing to recognize 

the signatures by high accuracy and in the lowest time. This 

kind of systems should do a set of actions on the handwritten 

signatures. For example, they should do preprocess, extract 

attributions and form a system for accepting the real or forged 

signatures.70percent of experiment was for learning and 

30percent was for test. The results of proposed method 

showed that this model is able to recognize signature by a high 

accuracy and speed. It is proposed to study and research 

following items: 

-Mail systems in companies and offices to send them 

without the possibility of being forged. 

- Using special cameras in financial institutes for paying 

Cheque with determined amounts by controlling the date, 

price and signature. 

-Signature recognition by biometric systems in offices and 

formal organizations such as document recording and ID 

recording companies. 
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Abstract—Electronic government initiatives and 

public participation in them are among the indicators 
of today's development criteria for countries. After the 
consequent of two wars, Iraq's current position in, for 
example, the UN's e-government ranking is quite low 
and did not improve in recent years. In the 
preparation of this work, we are motivated by the fact 
that handling geographic data of the public facilities 
and resources are needed in most of the e-government 
projects. Geographical information systems (GIS) 
provide the most common tools, not only to manage 
spatial data, but also to integrate with non-spatial 
attributes of the features. This paper proposes that 
establishing a working GIS in the health sector of Iraq 
would improve e-government applications. As a case 
study, investigating hospital locations in Erbil has been 
chosen. It is concluded that not much is needed to start 
building base works for GIS supported e-government 
initiatives. 

 

Keywords-Electronic government, Iraq, Erbil, GIS, 
Health Sector. 

 

 

I. INTRODUCTION 

Electronic government or e-government in short, is 
defined in many research articles and reference sources; 
more-or-less the definition is similar to what is given in 
[1], where the author defines it as application of 
Information and Communication Technology (ICT) in the 
public sector to improve the efficiency, effectiveness, 
transparency and accountability of government. 

In this paper, we represent our findings of our research 
on e-government transition case study on health services 
in Erbil, Iraq [2]. Basically, the research concentrates on 
health centers in Erbil to demonstrate benefits of 
employing GIS in e-government initiatives and to 
discover potential and possible obstacles in establishing 
and using such an information system that can/will be 
used as a part of infrastructure of e-government. The 
research question addressed here is: Can Iraq’s local 
governments establish a working GIS to handle hospital 
distributions and resources to speed up e-government 
initiatives in its health services? 

Before reporting the outcome of the research, it is 
beneficial to give a brief background on the subject. 

 

II. BACKGROUND 

Basically, e-government is based on citizens accessing 
information and services provided by the government 24 
hours a day and 7 days in a week through the Internet [3]. 
One of the aims of e-government initiatives is to provide 
an easier way to enhance the mechanism of government. 
Such initiatives include centralization and management of 
text based and spatial data, such as health centres. 

E-government applications provide easy, fast and 
digital interaction between citizens, businesses and 
government itself among its departments. E-government 
represents a “transition” from routine management style to 
a contemporary way. Related literature prefers 
“transition” instead of “change” since they are different in 
the way they occur. Transition is meant to include 
improving an old situation, to a new one in a controlled 
manner while, “change” occurs naturally without any 
control. 

Basically, there are four types of e-government 
delivery models classified according to the services that 
the government provides and based on the nature of the 
parties involved: Government to Government (G2G), 
Government to Business (G2B), Government to Citizens 
(G2C) and Citizen to Citizen (C2C). 

As a directive and authority, European Commission 
prescribes 8 services that government provides to 
businesses [4]; such services are presented to public and 
private sectors regardless their size. These services are:  

 Social contributions for employees. 

 Corporate tax. 

 VAT. 

 Registration of a new company. 

 Submission of data to statistical offices. 

 Customs declarations. 

 Environment-related permits. 

 Public procurement. 
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Similarly, same commission prescribes 12 services 
that government has to provide to citizens [4]: 

 Income taxes. 

 Job search services. 

 Social security benefits. 

 Personal documents (passports / driver's license). 

 Car registration. 

 Application for building permission. 

 Declaration to the police. 

 Public libraries. 

 Certificates. 

 Enrolment in higher education/university. 

 Announcement of moving. 

 Health related services. 

 

For Example: instead of going to the tax office and 
standing in line, the citizen is now able to pay a tax 
through the government’s tax website, whenever he 
wants, even at night from his home. Another service is in 
the health sector. When a patient goes to doctor for the 
first time, he can register his name through a centralized 
system. If his doctor wants a blood test, MRI or X-Ray, 
then directly his name will appear in the system in that 
department. Furthermore, he does not need to carry his 
results with him. The results will appear in his doctor 
system, directly. 

 

Iraq is trying to catch up with the rest of the world in 
most of the industries after surviving two wars in 15 
years. Within this nationwide development, it is not 
surprising to see that there will be a controlled passage in 
managing governmental offices from paper based to 
electronic media via electronic government initiatives. 

However, such a transition is too big to handle by a 
single government body even by a ministry. Similar 
attempts have been monitored in many countries e.g. 
Europe (http://ec.europa.eu/dgs/informatics/ecomm), USA 
(http://www.usa.gov), Turkey (http://www.turkiye.gov.tr) 
and South Korea (http://korea.go.kr). A common 
observation shows that those attempts are done through a 
series of actions by multiple parties. These parties include 
local governments, ministries and central government, as 
well as citizens. 

After the physical infrastructure of Iraq was destroyed, 
the technical infrastructure began to redevelop. Some 
countries experienced worse than the Iraq situation yet 
could stand and build their infrastructure and in the 
process becoming one of the best countries in terms of 
technology and e-government services. A good example is 
South Korea, while lesser case examples include Angola 
and Uganda, where civil conflicts occurred. Meanwhile 
their states are working to transform paper-based 
processes to digital processes through e-government 
initiatives [5]. 

Transforming into digital government requires a lot of 
steps and may take years. 

Another example is Turkey, where serious steps have 
been taken in the country where both central and local 
governments have established e-government services for 
both citizens and businesses in the last decade. 

From these examples about countries, we conclude 
that building e-government in developing countries is 
possible, step-by-step. By taking the experience of these 
countries into consideration and learning the obstacles 
they faced during establishing e-government, we can see 
that e-government is present in developing countries, as 
well. 

 

In this study, Erbil city has been taken as an example 
of establishing e-government in the health sector. The 
health sector is an important sector and government has a 
huge role in providing services to citizen in this sector. 
The City Erbil (Hawler) is located in the north of Iraq in 
Erbil state. It has a surface area of 13,165 km2. Apart of 
the city center, the districts of Dashti Hawler, Makhmour, 
Koya, Shaqlawa, Soran, Rawanduz, Choman and 
Mergasor are populated areas. The estimated population 
of Erbil is 1,612,692 as of 2011 [6]. It is the fourth largest 
city in Iraq after Baghdad, Basra and Mosul. 

 

III. EXTISTING E-GOVERNMENT 
PROGRAMS IN IRAQ 

The first serious plans for establishing e-government 
in Iraq were in June 2014 when United Nations called on 
member states to help the new Iraqi government for 
institution building. The project was initiated by Italian 
Minister for Innovation and Technologies and the Iraqi 
Minister of Science and Technology. In order to initiate an 
e-government project, the Italian government provided 
technical and financial assistance to the Iraqi government. 
The plan linked Ministries via an Intranet. United States 
Agency for International Development (USAID) in 
cooperation with Iraq Ministry of Science and Technology 
also put a strategy in place from 2007-2010 to develop 
Iraqi electronic government project [7]. 

 

Currently, e-government in Iraq is developing step by 
step. The Iraqi portal is http://www.egov.gov.iq/egov-
iraq/index.jsp. This portal provides simple services to 
citizens, businesses and government. For example; 
downloading passport application forms 
http://www.iraqinationality.gov.iq/eForm, booking flight 
tickets http://ia.com.iq/, downloading driving license 
application forms http://www.itp.gov.iq/lic1.php, Citizens 
affairs http://citizenaffairs-egov.com/ , monitoring traffic 
fines http://itp.gov.iq/fines_ar.php and online application 
to universities in Kurdistan region 
http://www.regayzanko.com/. 

 

IV. E-GOVERNMENT OBJECTIVES AND 
REQUIREMENTS 
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Shifting paper based work on to electronic media has 
several considerable benefits, not only for government, 
but also the public and private sectors. 

Firstly, it is fast: instead of going to the government 
departments, a person can fulfill their work in a faster way 
electronically. For example: having an appointment from 
a hospital over the Internet. The patient interacts with the 
hospital from a single point and looks for eligible doctors 
to get diagnosed. As the person does not need to be 
present at the transaction place physically, time required 
to stand in line is saved as they can fulfill their work by 
interaction with government via website. For example: in 
a document service such as a passport, a person can 
submit their scanned personal documents via the Internet, 
in this case he or she will save a time by not going to 
passport office. 

Doing the paperwork electronically reduces additional 
costs for the transaction as well. Instead of going to the 
government department and paying for transport, a person 
can fulfill her work while at home. For example: a person 
can enroll through the Internet to a university avoiding 
transportation cost. 

Although minimum requirements are necessary to get 
involved in e-government initiatives, the benefits of such 
initiatives increase computer literacy as well. People 
understand and learn how to use the Internet, websites and 
learn how to fulfill their work digitally. In this case, the 
efficiency and awareness of people will increase. The 
technology will force people to learn how to use Internet 
and adapt to modern life. The e-government process and 
information will be more accurate than traditional paper 
base models, because it is easy to control. For example: 
the electronic fulfilling is more accurate than that made 
manually [5]. 

There are considerable examples in practice to justify 
e-government objectives. Such a list includes but not 
limited to the following items as discussed in [5] and [8]. 

E-government provides quick services to local citizens 
with less cost, and enables them to practice democracy, 
thus reducing the time required to complete transactions. 
Achieving effective communication and reducing the 
complexity of administration improves the level of 
services to citizens and institutions. It can also overcome 
the errors that employees may make in a manual system. 

Creating a better working environment using ICT in 
the institutions and the establishment of an infrastructure 
for e-government, helps to improve the communication 
interface between the government and employees. 
Examples such as the tracking and tracing of service 
provision, the ability to conduct services in steps and the 
indication of time duration for service completion, all 
promote accountability, transparency and satisfaction, 
while decreasing administrative load. 

There are many requirements for applying e-
government initiatives, including technological, 
management, legal and human considerations. To build an 
effective e-government system, a state must develop a 
strategy by a qualified team to ensure technical, 
organizational and legal infrastructure. For applying e-
government we have compiled following fundamentals 
and requirements from [5] and [9]. 

Network: for e-government employees to do their 
duties and interact with each other, their computers have 
to be connected on a network to share data and 
information. Additionally they have to learn about using 
computer, Internet and e-government application. 
Furthermore they have to have certificate provided by 
government that allow them to work on e-government 
application. 

Improve government organizations and institutes: to 
build an effective e-government we have to improve 
government institutes and organizations through changing 
the regulatory mechanism of government. Traditional 
mechanisms are not suitable with modern, fast and 
flexible e-government. 

Improvement of employee for dealing with e-
government: in order to train government employees to be 
part of an e-government environment, the government 
must prepare training courses. 

Awareness of citizens: the citizens have to know about 
using a computer and the Internet while having to be 
acclimating with the digital environment. The citizens can 
learn through basic computer courses and also online 
courses with tutorials via the Internet. 

 

V. GIS 

GIS are computer systems that collect, edit, input, 
retrieve, store, analyze and output spatial and non-spatial 
data for specific purposes [10]. GIS is able to input 
geographic information (maps, aerial images, etc), data 
(names and tables), process (process and review errors), 
store, analyze (spatial and statistical) and view on a 
computer as reports, maps or as charts. 

Such systems are useful during engineering planning, 
design, management of distribution for hospitals [11]. 

The GIS components are a set of parts including 
network, computer hardware, computer software, data and 
information. These components allow GIS to perform 
interrelated tasks [10]. The network is the infrastructure to 
GIS that enhance the reusability and accessibility of geo-
referenced data and analysis tools [11]. 

In order to establish and build an e-government project 
in the health sector using GIS in a developing country, 
three steps are recommended. 

1. collecting clean data by which we mean that the 
data about hospitals should be accurate and clear. 
For example the number of hospitals, coordinates 
of each hospital, the number of doctors, nurses, 
MRI and Tomography systems and beds etc. 

2. recording the data in a central database and 
sharing it through network servers. For example, 
creating a database and saving the collected data, 
then putting a database on a server and sharing it 
with responsible departments in government. 

3. updating the data timely. For example; the 
number of doctors and beds may change or a new 
hospital may be built or one may be closed. These 
changes in the data should be updated promptly in 
the database for accuracy. 
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After fulfilling these steps, we are able to determine 
for example, the shortest path for ambulances. In this way, 
a successful GIS project can be established.  

 

VI. Outcome 

Iraq’s position in the development ranking can be 
promoted by e-government. This be can supported by 
managing spatial data of the public facilities and 
resources. Strong discussions should be started and/or 
accelerated on this subject in local and central 
governments in Iraq. 

Budgets should be prepared for buying hardware and 
software, while the data collection should be started with 
clean and timely data. Obviously, data collection and 
reducing variety in the data has priority. 

Future works can and should be established to keep 
the topic relevant and on the table. Promoting e-
government initiatives will enhance public services in 
Iraq. This enhancement will be good in saving valuable 
time that is wasted in data duplication in the government 
side and will avoid unnecessary waiting time at the 
service points. 

Strong project managements should be carried out to 
collect and maintain spatial and non-spatial data on the 
public facilities as well as human resources. 

As a complementary study, the digital gap can be 
studied so that authorities can focus on specific 
geographic areas and people; in this way, the usage of the 
e-government application by the public, hence 
participation can be ensured. 

 

VII. CONCLUSION 

E-government initiatives require relatively new 
technology-and-management supported transformation 
strategies that governments use to connect their 
organizations to each other and provide services to 
citizens and businesses. During the preparation of this 
research, we have learnt that managing spatial and non-
spatial data is required in most of such services. 

Recalling the research question, “can Iraq’s local 
governments establish a working GIS to handle hospital 
distributions and resources to speed up e-government 
initiatives in its health services”, this research yields 
positive and encouraging results. Only by collecting 
limited spatial and non-spatial data, the researcher was 
able to build a basic GIS to answer simple questions such 
as “where is the closest hospital within a 2km radius” or 
creating thematic maps for enhanced reporting. We have 
seen that setting up a GIS in Erbil does not require 
extreme technical knowledge; however, a strong 
limitation that obtaining clean and up-to-date data is an 
important concern. Although it is possible to establish a 
GIS in this sector, the starting point should not be 
acquiring hardware and software, but collecting clean data 
from the field and ensuring that the data gets updated 
timely. Additionally, examples from the literature show 
that conflicts in the countries are causing big problems, 
however this may not prevent governments investigating 
possibilities for establishing e-government initiatives. 

Thus, Iraq can certainly start designing projects for such 
initiatives and the health sector can be one of the areas to 
begin with. 

As underlined in the literature, common criteria and 
basics to assess performance of e-government programs 
and the services are data integrity and purity, mainly. 
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Abstract— This paper attempts to undertake the study  satellite 
image classification by using six distance metric as  Bray Curtis 
Distance Method, Canberra Distance Method, Euclidean 
Distance Method, Manhattan Distance Method, Square Chi 
Distance Method, Squared Chord Distance Method and they are 
compared with one another, So as to choose the best method for 
satellite image classification. 

Keyword: Satellite Image, Classification, Texture Image, Distance 
Metric, 

I. INTRODUCTION 

Defines image classification as particular class of pattern 
recognition. Classifiers are described under board categories 
such as supervised and unsupervised classifiers, parametric 
and non-parametric, fuzzy classifier and knowledge base 
classifiers [1]. 
Defines three major steps involved in the typical supervised 
classification procedures as follows: 

• Training Stage: The analyst identifies 
reprehensive training area and develops a 
numerical description of the spectral attributes of 
each land cover type of interest in the scene. 

• Classification Stage: Each pixel in the image is 
categorized into the cover class it most 
resembles. if the pixel is not matching to any 
predefined class then it is labeled as unknown. 

• Accuracy Assessment: The classified image is 
compared with some reference image or ground 

     truth to check the accuracy of the classification 
[2].  

They are proposed an algorithm for very high-resolution 
satellite image Classification that combines non-supervised 
segmentation with a supervised Classification and the result 

show very good performance of approach in comparison to 
existing techniques [3].Minimum distance classification 
method in satellite Image is a simple and quick method that 
does not include covariance They are proposed an algorithm 
for very high-resolution satellite image Classification that 
combines non-supervised segmentation with a supervised 
Classification and the result show very good performance of 
approach in comparison to existing techniques [3].Minimum 
distance classification method in satellite Image is a simple 
and quick method that does not include covariance 
information and Maximum likelihood classification method is 
widely used in remote sensing image and can be regard as one 
of the most reliable techniques [4].They are proposed a new 
algorithm for texture classification based on logical operators 
is presented. Operators constructed from logical building 
blocks are convolved with texture images. This algorithm is 
applicable to different types of classification problems which 
is demonstrated by segmentation of remote sensing images, 
compressed and reconstructed images and industrial 
images[5]. He proposed a simple scheme which used local 
linear transformations and energy computation to extract 
texture features. This simple scheme often gives good results 
but is not consistent in performance. The statistical methods 
share one common weakness, of primarily focusing on the 
coupling between image pixels on a single scale and are also 
computationally intensive processes [6].He proposed texture 
segmentation and classification for texture features images 
based on the grey level co-occurrence probabilities (GLCP) 
[7].They is proposed classification method based on the 
Discrete Cosine Transform (DCT) coefficients of texture 
images by used two popular soft computing techniques namely 
neuron computing and neuron-fuzzy computing [8].He is 
proposed to perform unsupervised image classification based 
on texture features by using a novel evolutionary clustering 
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method, named manifold evolutionary clustering MEC 
according to a novel manifold-distance-based dissimilarity 
measure, which measures the geodesic distance along the 
manifold [9].They are present a new Euclidean distance for 
images, which we call Image Euclidean Distance (IMED). 
Unlike the traditional Euclidean distance, IMED takes into 
account the spatial relationships of pixels. The key advantage 
of this distance measure is that it can be embedded in most 
image classification techniques but it have one limitation of 
IMED is that it does not always provide the best recognition 
result comparing with some other intelligent metrics under the 
nearest neighbor rule. [10].The conventional classification 
techniques typically measure closeness in Euclidean space. 
This leads to an anomaly that two similar classes of vegetation 
having an identical vegetation index profile with different 
growing practices (sowing, senescence, harvest,…. etc.) 
appear as points separated by a large distance leading to 
different class labels [11]. 

II. SATELLITE IMAGE CLASSIFICATION 
Image classification refers to the task of extracting information 
classes from a multiband raster image. The resulting raster 
from image classification can be used to create thematic maps. 
Depending on the interaction between the analyst and the 
computer during classification, there are two types of 
classification: supervised and unsupervised 

a. Supervised classification  
Supervised classification uses the spectral signatures obtained 
from training samples to classify an image. With the assistance 
of the Image Classification toolbar, you can easily create 
training samples to represent the classes you want to extract. 
You can also easily create a signature file from the training 
samples, which is then used by the Spatial Analyst multivariate 
classification tools to classify the image. 
 
b. Unsupervised Classification 
Unsupervised classification finds spectral classes (or clusters) 
in a multiband image without the analyst’s intervention. The 
Image Classification toolbar aids in unsupervised classification 
by providing access to the tools to create the clusters, capability 
to analyse the quality of the clusters, and access to 
classification tools. 

III. TEXTURE CLASSIFICATION 
Texture classification is an image processing technique by 
which different regions of an image are identified based on 
texture properties. This process plays an important role in 
remote sensing applications which is depending on texture 
feature extraction of the images. This paper using the texture 
classification to classifiers of satellite image with distance 
metric methods. 

 

 

VI. DISTANCE METRIC 
Distance metric is the method using in image classifications 
for examining the performance of textural features of image. 
Distance metric are two types using in the image classification 
minimum distance and maximum distance in this paper will 
used a minimum distance classifier based on the    
assumptions of patterns and classes of the images by the 
Euclidean distance [5]. 

IV. DISTANCE METRIC METHODS 

 
This paper discusses six distance metric methods 
: 
A. Bray Curtis Distance Method 
 
Bray Curtis distance methods can be expressed by this 
equation: 

dBC (x, y) =  ))y/(x|yx(| iii

d

1i
i +−∑

=

        (1) 

Where: 

dBC (x, y) is the Bray Curtis Distance in the 2-dimantonals x, y 

metric distance.  

B. Canberra Distance Method 

Canberra distance methods can be expressed by this equation: 
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C. Euclidean Distance Method 

Euclidean distance methods can be expressed by this equation: 
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D. Manhattan Distance Method 

Manhattan distance methods can be expressed by this 
equation: 
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E. Square Chi Distance Method 

Square Chi distance methods can be expressed by this 
equation: 

dChi (x, y) = )/()( 2
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F. Squared Chord Distance Method  

Squared Chord distance methods can be expressed by this 
equation: 

dSC (x, y) = 2

1

)( i

d

i
i yx −∑

=

               (6) 

 

VI. EXPERIMENTS VERIFICATION 

A. Testing Proceeding  

The classification was implemented using (MATLAB R2007a, 
7.4a) and classified satellite image by using Six Methods of 
Distances Metric, Bray Curtis Distance Method, Canberra 
Distance Method, Euclidean Distance Method, Manhattan 
Distance Method, Square Chi Distance Method, and Squared 
Chord Distance Method in 10 texture images illustrated on the 
Fig( 1). 
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 Q                      R                  

Fig.(1)Textures Image Used 

 

 

 

 

 

 

 

 

 

 

 

B. Simulation Results 

The simulation Results are shown in the Fig.(2). 

  

 
Fig.(2)Simulation Result Image 

 

VII. CONCLUSION 

In this paper applied six distance methods as Bray Curtis 
Distance Method, Canberra Distance Method, Euclidean 
Distance Method, Manhattan Distance Method, Square Chi 
Distance Method, and Squared Chord Distance Method to 
classified satellite images based on the texture classification 
Methods to texture feature extraction of the images applied in 
the ten texture image. The important conclusions that can be 
drawn from the present analysis as follows: 
1-Performance of Bray Curtis and Canberra methods are better 
than other methods, classification accuracy is 85%. 
2-Performance of Square Chi and Squared Chord are better 
than Euclidean and Manhattan distance, classification 
accuracy is76%. 
3-Performance of Euclidean and Manhattan distance are less 
than other methods, classification accuracy is 71%. 
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Abstract—This paper will discuss the issue of cybercrime and its 
impact on both e-government services and the private sector in 
the Middle East. The population of the Middle East has now 
become increasingly connected, with ever greater use of 
technology. However, the issue of piracy has continued to 
escalate, without any signs of abating. Acts of piracy have been 
established as the most rapidly growing (and efficient) sector 
within the Middle East, taking advantage of attacks on the 
infrastructure of information technology. The production of 
malicious software and new methods of breaching security has 
enabled both amateur and professional hackers and spammers, 
etc., to target the Internet in new and innovative ways, which are, 
in many respects, similar to legitimate businesses in the region.  

Keywords-cybercrimes; government sector; private sectors; 
Middle East; computer security 

I.  INTRODUCTION 

The evolution of Information Technology has given rise to 
the wide use of cyberspace, in which the Internet provides 
equal opportunities for access to information. Due to this 
increased use, the misuse of technology has also continued to 
increase, leading to an increase in cybercrime. Cybercrime 
refers to an unlawful act, in which the computer is either the 
tool or the target, or both. Cyber Security refers to the 
mechanism by which computer–based equipment, information 
and services are protected from illegal and unauthorized access. 
By March 2016, the Middle East had achieved 3.3% of the total 
worldwide use of the Internet [11, 22], having increased by 
1648.20% between 2000 and 2009, in contrast to a global 
increase of 259.6% over the same period. This large number of 
users in the Middle East has ensured that the Internet has 
become a popular means of communication, as well as opening 
up new opportunities for online business. 

The Middle East has witnessed a rapid increase in Internet 
development. This current research will: Firstly, review the 
current level of protection of information resources of the e-
government community in the Middle East. Secondly, there 
will be an investigation of the ways in which e-government is 
misused by attackers, including identifying the motivation 
behind cyber-attacks. Thirdly, there will be a discussion of the 
ways in which cybercrime impacts on e-government in the 

Middle East. Finally, there will be a discussion of cybercrime 
as an emergent form of crime in the Middle East, and an 
examination of the ways in which the governments of the 
Middle East react to these offenses, thus leading to the lessons 
to be drawn for Internet use within the context of Middle East’s 
economic, political, and legal conditions.  

II. BACKGROUND 

Cybercrime is a global issue, and no country can be isolated 
from its effects. With the continuous increase of Internet usage, 
there is a global increase in the rate of cybercrime. The Middle 
East has a high rate of Internet usage, which increasingly 
ensures that its online resources are at risk. A number of studies 
have attempted to resolve this issue by deploying new 
technology, or enforcing a number of policies, both inside and 
without, an organization. However, the issue continues to 
persist and increase. This study will investigate a number of 
areas related to this issue that have not previously received 
sufficient attention in the Middle East. 

The literature includes a number of valuable studies 
discussing the issues and challenges of cybercrime. The 
following section will discuss the studies most relevant to the 
current research.  

 

III. TAXONOMY 

1. E-government 

The term ‘e-government’ refers to electronic government, 
also known as Internet government, digital government, and 
online government. Connected government consists of the 
digital interactions between the following: (1) citizens and their 
government; (2) between governments and government 
agencies; (3) between government and citizens; (4) between 
government and employees; and (5) between government and 
businesses/commerce [6].  

2. Cyberspace 

Cyberspace consists of the notional environment in which 
communication over computer networks occurs. 
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3. Cybercrime 

Computer crime, also known as cybercrime, consists of 
crime involving a computer and a network. 

4. Cyber-Attack 

Cyber-attack consists of any type of aggressive maneuver 
employed by individuals, or entire organizations, targeting 
computer information systems, infrastructures, computer 
networks, and/or personal computer devices by various means 
or malicious acts. These generally originate from an 
anonymous source, which steals, alters, or destroys a specified 
target by hacking into a susceptible system. 

5. Computer Security 

Computer security, is also known as cybersecurity or IT 
security, and consists of the protection of information 
systems from theft or damage to the hardware, and/or software, 
and to any information they contain, as well as 
from disruption or misdirection of the services they provide. 

IV. IMPORTANCE AND PROBLEM 

Technology is currently evolving exponentially, leading to 
an accompanying evolvement of software vulnerabilities, 
ensuring security is always at risk. Attackers exploit software 
vulnerabilities in order to carry out cybercrime. The application 
of policies, or deploying techniques, to combat cybercrime 
requires careful investigation into both present and potential 
threats. This becomes significant for an e-government sector 
providing a wide range of services for the public.  

This current research will focus on the type of cybercrime 
relevant to each government agency, in a case-by-case manner, 
developing a framework of a solution to defend against such 
threats and avoid potential future threats. 

Cybercrimes are increasingly affecting government 
organizations globally, being attractive to criminals due to the 
low cost involved and ease of access, as well as the low risk in 
comparison to physical crimes. Cybercriminals exploit Internet 
technologies wherever they can, taking advantage of millions 
of users of e-government services to cause rapid, and 
considerable, damage. The significant loss of resources, and the 
fact that it is time consuming to recover after such crimes, has 
led to this being a high priority security issue. 

Government organizations may suffer from a lack of 
knowledge concerning the types of cybercrimes they currently 
face, and may face in future. Therefore, the development of a 
framework to defend and avoid such threats is needed. 

Cybercrime is an attack on the information of both 
individuals and groups, which can prove extremely harmful, as 
criminals are aware that all organizations and government 
agencies, as well as the general public, rely on computers to 
save their documents. The following are general classifications 
of the types of attack. 

1. Attack on individuals 

Criminals offer a range of false promotions, tricking 
individuals into providing personal information. A further 

crime consists of human trafficking, including the production 
of child pornography. Social networking sites and chat groups 
can also lead to serious cybercrime. 

2. Attack on property 

This includes harmful programs disseminated through 
Internet sites, e-mail or personal chat, which enable criminals 
to steal information easily from a computer system, as well as 
obtaining unauthorized access to the Internet. 

3. Attack on the private sector 

This occurs when criminals penetrate systems and 
companies whose servers store confidential and sensitive data. 
Hackers are able to access information, including that on 
company funds, which can result in significant issues. 

4. Attack the on public sector 

In a process known as ‘cyber terrorism’, criminals access 
the databases of government sectors, in order to use their 
information. This then reduces the effectiveness of a 
government and thus the faith of citizens in the government. 

This research will address such issues associated with the 
attack on the public sector in the Middle East, and will 
establish a number of solutions. 

V. LITERATURE REVIEW 

A number of studies have been undertaken to establish the 
factors limiting cybercrime at the state level. [5] state that the 
study of social behavior can limit the spread of this 
phenomenon, on the premise that an individual more likely to 
undertake piracy is one who tends not to share with others, or 
show interest in them and their innovations, and tends to be 
isolated, spending a considerable amount of time in discussions 
over the Internet.  

Liang et al. (2010) have examined the detection of 
electronics in China, in order to obtain a solution to such 
crimes. They have established that, although the use of the 
Internet has led to economic development in China, it has also 
led to a rise in electronic crime. They conclude that 
government needs to regulate the Internet, and administrative 
rules and regulations need to be put in place to cover electronic 
crimes (e.g. Internet child pornography and gambling) [1]. 

Nain and Patra [4] undertook a study on electronic crime in 
India. They suggest that, in order to guarantee success, 
preventive measures need to be in place at an early stage, along 
with an adequate protection plan. With the global increase in 
the use of the Internet, there is pressure for governments and 
organizations to establish appropriate rules and strategies for 
dealing with cybercrime, thus ensuring that individuals can act 
online without fear of exploitation. 

The study by [2] is similar to the objectives of the study 
carried out by Akaroal [5]; however, their most important 
findings consist of the importance of new techniques relying on 
IQ in reducing these crimes. 

The study by [3] aims to establish a solution for dealing with 
electronic crimes in different countries. Their study 
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recommends that these crimes can be most effectively 
overcome by being broadly classified into three categories: (1) 
electronic laws; (2) education; and (3) policy-making. These 
three laws can be given the facility to deal with cybercrime. 

VI. DISCUSSION 

Research is currently being undertaken into the issue of 
cybercrime, and its implications for The Middle East, 
particularly in the area of e-government services. Many recent 
studies have proposed efficient implementation techniques to 
enhance the detection of cybercrime. However, their inability 
to detect innovative, and unknown, attacks make them 
inappropriate for dealing with daily and new threats [12, 13]. 

A. Examples of Cybercriminals’ targets 
 

Cybercriminals currently attack popular sites in the region, 
including the large number of social networking sites. The 
majority of employees and individuals with access to the 
Internet currently use social networks. A number of studies 
have revealed that social networking can open a ‘back door’ to 
corporate information technology platforms, leaving companies 
and individuals at risk of losing information, as well as identity 
theft and other malicious attacks. Cybercriminals seek out sites 
with a large number of users who display poor security 
awareness, with social networking sites being an effective area. 
The Middle East currently has over twenty-seven local social 
networking sites, which can be used by hackers to infect users 
with malware or phishing sites, as well as to steal passwords 
and accounts and open security holes in the victims’ machines. 

Social networking sites are not secured in the Middle East, 
being sufficiently local to protect user privacy and sensitive 
information. Many new forms of Internet crime are performed 
on a daily basis while an individual is in the process of using 
social networks. Users in the Middle East also benefit from 
international social networks (e.g. Facebook and MySpace, 
friendships, blogging and other activities) that, if not 
approached with great caution, can lead to identity theft and 
malicious activities against home users, as well as (should there 
be no relevant policies in place) workers in the private and 
public sectors. The risk is very high, not only in social 
networks, but also in networks of peer to land, Web 2.0, chat 
and popular applications. This leads to the need for security 
awareness training in the Middle East. 

A further important factor is that the majority of Middle 
Eastern countries currently face issues of unemployment. The 
numbers are increasing daily, and, if not taken into account, 
will affect the growth of cybercrime in the region. The World 
Bank states that: "the Middle East and North Africa countries 
are facing major challenges. They have to work itself to 
generate 100 million new jobs by 2020, or instability in the 
region will increase" [13]. Statistics reveal that the 
unemployment rate is particularly high amongst young people 
in the region, primarily University graduates with proficiency 
with computers and the Internet. In addition, Internet access is 
widely available throughout the region at the lowest rates 
online, by means of Internet cafes, leading to easy access, even 
for those without Internet access at home [14]. All these factors 

combine to create a new generation of local hackers and 
cybercriminals. The majority focus on financial reasons, 
despite some having terrorist motives. Many are not aware of 
deep programming, i.e. hackers who are able to create their 
own malware or viruses, but take advantage of the many free 
sites in Arabic that can help them understand the basics behind 
hacking techniques, with links to underground hacking 
websites in foreign languages, and even obtaining free tools. 
These ‘script kiddies’ are now the greatest threat in the Middle 
East, due to a combination of having time on their hands, and 
the low cost of Internet access and Internet cafes, which can be 
employed to launch their attacks with ease. 

Many international organizations warn that the Middle East 
has become a major source of cybercrime, i.e. Saudi Arabia, as 
the leading country in the region, is a target, as well as the 
source of malicious activity online, being Number 38 
throughout the world. Saudi Arabia is also the primary source 
of malicious attacks on the Gulf Cooperation Council (GCC). 
Egypt has been identified as one of the most fraudulent 
countries globally, with approximately 1763 instances of fraud, 
closely followed by Saudi Arabia, the UAE and Qatar. Thus, it 
can be seen that electronic crimes are increasing in the region, 
due to the growth of the user base with weak security 
awareness and the absence of regulations. However, even 
traditional electronic crime (i.e. Phishing) has unique 
properties in the Middle East. Due to the religious and political 
issues in the region, hackers are able to successfully send 
political or religious messages, urging users to open e-mail 
attachments, and thus infecting the computer with malware to 
attack infrastructure targets in the Middle East, including e-
commerce, banking, communications and government [10]. 

A further reason for the Middle East (particularly the GCC) 
becoming the target of cyber-criminal activity is the growth of 
international banking and money laundering [10]. This allows 
unique opportunities for cybercriminals to exploit the advanced 
financial infrastructure (which allows the rapid transfer of 
money to any country) without fear of detection. Electronic 
transfer is also an efficient tool for hiding the sources of money 
laundering. The Internet has experienced a large number of 
cases of money laundering, including victims in the Middle 
East who is deceived in order for their identity to be stolen, or 
for money to be transferred from legitimate accounts using 
phishing and fraud. For example, the attacker sends a link 
specifically aimed at users in the Middle East, accompanied by 
an email supposedly asking for help to transfer money into a 
U.A.E. bank account. In many cases, users will respond, begin 
to interact with the criminals, and ultimately become a victim 
of this scam. 

A small number of countries in the Middle East, including 
the U.A.E. and Saudi Arabia, have attempted to form new 
legislation and legal definitions of crime, however, there is still 
a need for more specific laws to address the activity of 
cybercrime. Due to the political issues in the Middle East, 
many countries in the region are currently employing 
emergency laws (i.e. against bloggers who are considered to be 
insulting), rather than laws to address online crimes against 
ordinary citizens [16]. Other States in the region attempt to 
prevent such activities by blocking access to some sites. 

https://dx.doi.org/10.6084/m9.figshare.3153880 71 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 14, No. 3, March 2016 

 
However, both procedures have proved ineffective, as ordinary 
laws and emergency regulations in the Middle East have not 
been designed specifically to deal with cybercrime, and there is 
no definition of this activity within the law. At the same time, 
lack of understanding has the potential to criminalize 
innocent private citizens [17]. 

B. Cybercrimes inspiration 
Terrorism plays a considerable role in Internet crime in the 

Middle East, both as a means of communication, and as a 
weapon. Cyber terrorism is growing in the region as a result of 
religious motives, including those relating to the conflict 
between Israel and Palestinian, other political issues, along 
with unemployment. ‘Jihad online’ claims to use hacking 
technology to make jihad against their enemies [14]. Cyber 
terrorists use their websites on the Internet for many activities, 
including psychological warfare; propaganda; recruitment; 
fundraising; coordination; and data mining. One Jihad website 
captures information about users surfing their websites, 
connecting with those who appear most interested in the group, 
and therefore likely candidates for recruitment. Internet 
technology can be used to target recruits through interactive 
facilities (e.g. chat rooms and Internet cafes), identifying 
receptive individuals, and in particular young people with a 
religious motivation, which can potentially be converted into 
becoming a terrorist. They also look for information 
technology professionals who could be influenced to assist 
them with technology. The use of electronic bulletin boards and 
forums gives openings to potential recruits. 

Due to the increasing issues concerning a lack of security 
awareness and unemployment among users, cybercriminals in 
the region are constantly seeking new methods of stealing. 
Since most hackers are ‘script kiddies’, they use hacking sites 
to organize crime on the Arabic Internet and disseminate their 
activities. Spam and trolling activities have now become the 
largest problem in the region. Local cybercriminals target home 
users, websites, and the websites of financial institutions and 
small businesses. Internet crimes for financial gain in the 
Middle East include violating intellectual property rights 
through the selling of pirated software. Cybercriminals also use 
spam to sell banned products, i.e. drugs and pornography. 
Spam can also be used by cybercriminals to generate traffic, 
and steal money, from advertisement networks that begin with 
an awareness of the problem and block Internet traffic from 
some of the sponsors of the Middle East. The Middle East is 
also known for credit card fraud and criminals intercepting 
electronic payment methods to Middle East countries. . 
According to (Hassan 2015), the number of cybercrime cases 
in the Middle East is increasing from 2010 to 2014 by more 
than double [22], as shown in table I. 

 

 

 

 

TABLE I.  THE NUMBER OF CYBERCRIME CASES 

The number of cybercrime cases 

No. Year Number of cases 
1 2010 371 
2 2011 300 
3 2012 563 
4 2013 997 
5 2014 1212 

Total Number 3443 

 

C. Government Sector 
Middle Eastern governments incur high costs on an annual 
basis to restart and repair the breakdown of machinery and 
interests due to cybercrime [18]. Cybercrime can be directed 
towards relevant government bodies, in order to generate 
confusion and attempt to destabilize security and stability, and 
cause the state financial losses, i.e. access to classified 
information, deleting, or modifying, them for criminal ends, 
including: support for terrorism and extremist ideas; spreading 
rumors; disabling vital systems of government; and disabling 
and sabotaging servers containing information. 

Saudi Arabia and the UAE are first and second, 
respectively, in the exposure of electronic crimes, at the level 
of GCC. Trend Micro Inc., a well-known statistical company in 
the field of protection and the fight against viruses, has 
indicated the presence of over 700 thousand cases of systematic 
collapse in Saudi Arabia alone during a period of nine months, 
thus placing Arabia in first place (up to 64%), followed by the 
UAE at 20% [19]. In addition, international statistics in 2014 
reveal the dangers of electronic piracy on economic 
institutions, stressing that Egypt’s institutions have suffered the 
highest number of intrusion-mails in the Middle East during 
2014. This has alerted the Egyptian government, and some of 
the regulatory institutions, primarily the Central Bank of Egypt, 
to develop a strategy for the security of information systems to 
combat the risk of the penetration of mail [20]. Thus, instability 
in a country leads to increased cybercrime. 

D. Private Sector 
Electronic crime and internal threats are a considerable 
challenge, and only 40% of companies in the Middle East and 
North Africa have perceived a growth in this danger, 
compared to 60% at the global level. It may be that the 
disparity in this ratio is due to a lack of awareness of this 
threat in the region, in addition to more stringent legislation in 
other regions of the world. The business sector in the regions 
of the Middle East and North Africa need to increase 
awareness of these risks through management, and a 
willingness to deal with the expected increase of regulatory 
pressures to be applied in future. The use of data analysis tools 
needs to become an essential aspect of risk management 
procedures and compliance programs, to be simultaneously 
applied proactively and interactively [19] 

Events occurring in the Arab region are no less dangerous 
than those occurring around the world in terms of the 
Kaspersky Report, which refers to the exposure of banks in 
Morocco, in particular, to large-scale piracy operations over the 
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past two years. The report also considers criminal organizations 
in the Middle East seeking to launch electronic attacks on 
banks and companies operating in the Arab region in the future 
[23]. 

VII. CONCLUSION AND FUTURE WORK 

Given the political and economically volatile situation in the 
Middle East, due to the daily use of a large number of 
computers and the Internet, the Middle East is vulnerable to 
considerable numbers of electronic attacks in the future. This is 
of concern on both an individual, and collective, level, and 
particularly in light of the weakness of the laws relating to 
electronic crimes and weak information technologies dedicated 
to deter these crimes and regulations. It will thus be necessary 
to focus on the subject of electronic crimes, and the 
establishment of intensive awareness programs, in addition to 
strengthening the IT infrastructure in the Middle East, focusing 
on reducing the anticipated dangers of e-cybercrime.  

The methodology for future research is empirical, with data 
being collected through questionnaires and interviews. The 
selected population for future study will be the e-government 
community of the government sector of the Middle East. A 
Likert scale questionnaire will be used to collect data from the 
targeted population. Different mediums will be used to 
distribute a questionnaire in order to ensure the response rate is 
100%. It is considered that the factors include (but are not 
limited to): viruses; malware; spam; hacking; DNS; phishing; 
spoofing; and cyber terrorism. Two types of questionnaires will 
be collected. The common type of current and potential 
cybercrimes will be defined, based on the analyzed data, and 
the solution framework will be recommended to enhance the 
security level against cybercrimes. 
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Abstract— For the last couple of decade’s stock market has been 

considered as a most noticeable research area everywhere 

throughout the world because of the quickly developing of the 

economy. Throughout the years, a large portion of the 

researchers and business analysts have been contributed around 

there. Extraordinarily, Artificial Intelligence (AI) is the principle 

overwhelming area of this field. In AI, an expert system is one of 

the understood and prevalent techniques that copy the human 

abilities in order to take care of particular issues. In this research 

study, forward and backward chaining two primary expert 

system inference methodologies is proposed to stock market issue 

and Common LISP 3.0 based editors are used for designing an 

expert system shell. Furthermore, expert systems are tested on 

four noteworthy global stock exchanges, for example, India, 

China, Japan and United States (US). In addition, different 

financial components, for example, Gross Domestic Product 

(GDP), Unemployment Rate, Inflation Rate and Interest Rate are 

also considered to build the expert knowledge base system. 

Finally, experimental results demonstrate that the backward 

chaining approach has preferable execution performance over 

forward chaining approach.   

Keywords— Stock Market; Artificial Intelligence; Expert 

System; Macroeconomic Factors; Forward Chaining; Backward 

Chaining; Common LISP 3.0. 

I. INTRODUCTION 

In nowadays stock price prediction has become sizzling 
topic in the time series analysis and dependably stays in the 
limelight because of rising and falling states of the economy. 
So different researchers and business experts have paid 
consideration to break down and anticipating the future 
estimation of stock exchange prices [1] [2]. Previously, the 
various tools and techniques have been proposed for the 
numeric stock value prediction. However, an Artificial Neural 
Network (ANN) is one of the most prominent techniques 
among them. For most recent five decades an expert system 
has risen  as effective AI techniques and had demonstrated to 
its value in different areas such as designing, account, 
farming, medicine, crystal gazing and numerous more [3].  

An expert system is likewise called knowledge based 
system which uses knowledge to tackle problems and 
knowledge must be encoded in some forms of facts, rules, 
procedures, relations, etc. In expert system knowledge might 
be gathered from different sources, for example, primary 

source human expert and secondary sources, for example, 
books, magazines, newspapers, reputed journals [4].  After 
knowledge acquisition, its representation is essential and very 
challenging issues. For symbolic representation of knowledge, 
there are various techniques are utilized such as frames, 
semantic net, scripts, production rule and so on.  Figure 1 
shows the basic structure of expert systems. 

 

Knowledge Base Database

User

User Interface

Explanation Mechanism

Inference Engine

Rule : IF-

THEN
Facts

Knowledge 

Engineer

Expert

Knowledge

 
Fig. 1. Basic Structure of an Expert System [3] [5] 

 

In Figure 1 inference engine is the most capable 
component of the expert system that is in charge of 
completing the reasoning procedure where the expert system 
comes to end at specific solution. Additionally, the inference 
engine is likewise responsible for links the rules with the 
knowledge base where facts are given by the database. 

Throughout the previous couple of years, stock market 
plays an important role in the quickest developing economy, 
but accurately shares price forecasting are still very chaotic 
and complicated process [6]. There are various algorithms are 
developed for numerical forecast, but no authors have 
endeavored symbolic representation of stock market data. 
There are two basic approaches forward chaining and 
backward chaining are utilized as a part of the expert system 
design and development. 

Forward chaining is a data driven methodology which 
begins from the known data and continues forward with that 
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data. The procedure is stopped when no more rules are 
remaining left to fire. In the forward chaining procedure, 
firstly premises are specified after that conclusion [3] [7]. The 
forward chaining rule fashion is given below. 
 
     IF  
           A 
              AND 
           B       
  
     THEN  
                    C  

 
In other words, backward chaining is the goal-driven 

reasoning where a system begins with the predetermined goal 
i.e. hypothetical solution and the inference engine attempts to 
find evidence to support it. In backward chaining procedure, 
firstly, goal is specified after that premise is proven to support 
that goal [3] [5] [7]. The backward chaining rule fashion is 
given below.  

           
       C 
                 IF 
                       A 
                            AND 
                         B   

 
. 
There are some important considerations for this research 

study is: 

1) Various fundamental and technical variables as well as 

some important macroeconomic factors are also considered to 

construct the stock market knowledge base. 

2) Very few authors have attempted a comparative study 

between forward and backward chaining for the stock market 

problem. 

3) The ultimate focus of this research study is to selection 

of appropriate reasoning strategy for the stock market as well 

as improving the inference capability of a stock market expert 

system. 

4) The global stock exchanges, for example, India, China, 

Japan and US are selected for study purposes. 

5) This research study will be contributed to already 

ongoing research on the stock market field.  

6) This research study will provide a foundation for novice 

stock users and researchers by providing a clear picture of 

expert system tools and techniques.   

II. LITERATURE REVIEW 

In this section we are presenting some significant 
researchers work over the years.  

 
Niederlinski (2001) [8] has presented forward and 

backward reasoning approaches for expert system shell. The 
24 production rules with uncertainty factor are constructed to 
draw expert knowledge base. Therefore, modified standard 
certainty factor algebra is used for modelling the knowledge 

base. However, the most important property of the system is 
that it might be capable to automatically draw conclusions 
from the knowledge base. Moreover, the report generation 
facility is also incorporated in the system for further future 
analysis. 

 
Erdani (2012) [9] has proposed backward chaining 

algorithm for the ternary grid expert system. He used the 
recursive procedure to design the backward chaining inference 
engine. The experimental results showed that his system can 
efficiently work with ternary grid knowledge base and 
inference process works better than previous algorithms.  

 
Zarandi et al. (2012) [10] have presented fuzzy expert 

system shell for evaluating the intellectual capital. They used 
various fuzzy linguistic variables to express the level of 
qualitative evaluation and expert criterion. The knowledge 
base is constructed with various factors such as capital 
structure, market share, rate, investors, knowledge, customer 
capital, etc. the experimental results showed that system had 
better performance in terms of linguistic variables and  system 
has also extended power over the linguistic variables for future 
study.     

 
Ajlan (2015) [11] has presented the comparative study 

between forward and backward chaining for education expert 
system. The various academic performance indicators such as 
grade point, attendance, course, etc. are used by him to 
construct the knowledge base. Finally, experimental results 
showed that forward reasoning strategy is more appropriate 
than backward reasoning in terms of deriving goals.    

 
Kamley et al. (2015) [12] have presented forward chaining 

rule based expert system approach for Bombay Stock 
Exchange (BSE) of India index. The knowledge base consists 
of approximately ten rules and rules are comprised of basic 
stock variables such as open price, close price, high price, low 
price and volume. 

 
Kamley et al. (2015) [13] have presented a comparative 

study between forward and backward chaining strategies over 
National Stock Exchange (NSE) of India forecasting and 
knowledge representation. In their study, they incorporate the 
various fundamental factors such as inflation rate, oil prices, 
earnings per share, dividend and US dollar prices. The 
knowledge base is constructed with these factors. The 
common LISP 3.0 editor is employed for expert system design 
task. The experimental results showed that backward chaining 
strategy is more appropriate than forward chaining strategy in 
terms of number of iterations.    

 The section 3 describes the knowledge base construction 
section 4 describes proposed methodologies with examples, 
section 5 describes experimental results and at last section 6 
describes conclusion and future scopes of study. 

III. KNOWLEDGE BASE CONSTRUCTION 

 A quality of expert system depends on its knowledge base 
and quality of knowledge base depends on knowledge which 
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is fed by knowledge engineers. The knowledge base is 
maintained using a set of rules and using a variable name list 
[14]. Table I shows the stock market variable description. 

 
                   Table I. Stock Market Variable Description 

 
S.No. Variable  Description 

1 OP Open Price 

2 HP High Price 

3 LP Low Price 

4 CP Close Price 

5 VOL Volume 

6 INFL Inflation 

7 INTRST Interest Rates 

8 IMP Imports 

9 EXP Exports 

10 GDP Gross Domestic Product 

11 OLP Oil Prices 

12 EPS Earnings Per Share 

13 DIVD Dividend 

14 USDP US Dollar Prices 

15 STK Stock Market 

16 FDI Foreign Direct Investment 

17 UNEMPR Unemployment Rate 

18 ECOMY Economy 

  
After variable description, stock market knowledge base 

contains a set of rules.  Stock market domain is unpredictable 
and consisting of so many technical variables and rules so 
representation and mapping of all these rules are not possible. 
In this study, 50 sample rules are considered for stock market 
knowledge base [15] [16]. Table II shows a sample of stock 
market knowledge base.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table II.  Sample of Stock Market Knowledge Base 
 

Rule. 

No. 

Rule Description 

1 IF IMP fall and EXP fall THEN STK down 

2 IF INFL fall and USDP rise THEN STK UP 

3 IF INFL fall and USDP fall THEN STK down 

4 IF IMP fall THEN STK down 

5 IF USDP rise THEN STK up 

6 IF ECOMY fall and USDP rise THEN STK up 

7 IF INTRST rise and INFL rise THEN STK down 

8 IF IMP fall and ECOMY fall THEN STK down 

9 IF OP rise THEN share prices rise  

10 IF OP and LP and CP rise THEN sell shares of all 

indices 

13 IF EPS and DIVD fall THEN fall shares of all indices 

14 IF VOL and OP rise THEN shares rise of all indices 

15 IF OLP rise THEN fall shares of all indices 

IV. PROPOSED  METHODOLOGIES 

Presently days, stock market data has grown to a larger 
extent. So therefore, need a sort of inference procedures and 
formal methods which can be searched very fast and infer 
results in less time. In this study, forward and backward 
chaining two mainstream expert system inference procedures 
are adopted. This section clearly describes both approaches in 
detail manner. 

The Forward Chaining procedure begins by applying the 
rules in a forward direction. It is a top down procedure, i.e. 
recursively applying the rules over data to generate more data. 
Algorithm 1 shows forward chaining inference procedure [3] 
[17]. 

 
Algorithm 1. Forward Chaining Inference Procedure 

1) Start 

2) Check the premises of each rule against the knowledge  

           base whose IF part is satisfied with the current contents  

           of the fact base.  

3) Conflict resolution occurs if more than one rule is 

    applicable then rules are fired based on following 

    criteria: 

        3.1)   don’t fire a rule twice on the same data. 

        3.2)   fire rules on more recent working memory  

                 elements before older ones. 

        3.3)   more specific preconditions rules fires before  

                 ones with more general preconditions. 

4) Execule the rule and finally add the facts in the fact  

   base i.e. facts which are specified in the THEN parts of 

   the conclusion. 

5) Stop the procedure if no more rules are applicable. 
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Figure 2 shows a flowchart of a forward chaining procedure. 

 
 

Start

Selection of Applicable Rule

Conflict Resolution Occurs 

IF More than One Rules 

are Applicable

Select 

One of 

the 

Rules to 

Fire

Knowledge 

Base

(Rule Set)

Fact Base

(Set of 

Facts)

Execution (Apply 

the Selected Rule)

Stop the 

Procedure

Yes No

 
Fig. 2. Flow Chart of Forward Chaining Inference Procedure 

 

Now let’s understand the forward chaining procedure with  
Example 1. 
 
Example 1:  

 Rule 1: IF P and Q S  

 Rule 2: IF P and R C  
 Rule 3: IF M R  

       Rule 4: IF C N  

 

Prove that "IF P and M True THEN N is True"  

Solution:  
1

st
 Iteration: 

 

1) Initially, the only input P and M is true. 

2) Start with Rule 1 and go to forward direction until 
Rule “fires” is found. 

3) Rule 3 fires and conclusion R are found. 
4) No other rules fired and iteration one ends here. 

 
2

nd
 Iteration: 
 
1) Rule 2 is fired and conclusion C is found. 
2) Rule 4 fires and conclusion N are found. 
3) The procedure stops because goal N is true. 

 
  

The backward Chaining procedure begins by applying the 
rules in a backward direction, i.e. taking a goal or query and 
recursively working backwards to find more evidences in 
order to satisfy the goal or hypothesis. In other words, 
backward chaining procedure works from the goal back to 
facts. The Algorithm 2 describes the backward chaining 
inference procedure [5] [18] [19]. 

 
Algorithm 2. Backward Chaining Inference Procedure 

1) Start with the top goal on the stack, i.e. checks the 

conclusions of the all rules those make to satisfy the top 

goal on the stack.  

2) Do the process to check out each rule one at a time. 

2.1) evaluate the conditions of the each rule of the IF part 

(antecedent) one at a time. 

2.2) currently IF condition is unknown, i.e. there is no 

sufficient information available to determine whether 

the condition is to be satisfied. Now push a goal on 

the goal stack in order to make that condition known 

to be true and recursively invoke the procedure 

whether information is available to satisfy the goal.  

2.3) if the condition is not satisfied, then go to step 2 and 

repeat procedure from beginning. 

2.4) if the condition is satisfied for applicable rules then 

add facts in the working memory (i.e. facts specified in 

the THEN parts of the rule). 

 3)   Pop the top goal from the stack and return back from  

       the procedure. 

 4)  Finally system flashes “success” message and goal stack 

will be empty.  

 
Figure 3 shows a flowchart of backward chaining 

inference procedure. 

Start

Goal/Query

Examine the Goal 

with Fact Base

Fact 

Base

IF Goal 

is Found
Return True 

(Proved)

Return False 

(Can’t Proved)

Determine Next Possible Rules 

to Fire by Checking 

Conclusions and Goals

Selection of 

Applicable 

Rule

Stop

Apply the Selected 

Rule

For Each Rule 

Condition, 

Recursively 

Backtrack with 

Condition as Goals 

YesNo

Conflict 

Resolution 

Strategy

Yes

No

 
Fig. 3. Flowchart of Backward Chaining Inference Procedure 

 
 

Now let’s understand the backward chaining procedure by 
same example. 

 
Solution:  

1
st
 Iteration: 

1) Start with goal N is true and go backward until rule 
“fires” is found. 

2) Rule 4 is fired and one new sub goal C is added to 
prove. Go backward and search the rules. 
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3) Rule 2 is fired and conclusion P is true. New sub goal 

R is added in the working memory to prove it. Go 
backward and search the rule. 

4) No other rules fired and iteration one ends here. 
 

2
nd

 Iteration: 
1) Rule 3 is fired and conclusion M is becoming true 

(2
nd

 input found here). 
2) Both inputs P and M are ascertained. 
3) The procedure stops because goal N is proved. 

V. EXPERIMENTAL RESULTS 

In this study, stock market data are utilized for mapping 
and representation of knowledge base. Throughout the years, 
List Processing (LISP) is the general purpose and symbol 
oriented language which has been being used extensively for 
the knowledge representation task. However, the Common 
LISP 3.0 based editor is utilized for stock market expert 
system design and development task [4] [20] [21]. All the 
input facts are stored in fact base. The Figure 4 shows sample 
of fact base generated from LISP environment.  

;; Corman Lisp 3.01  (Patch level 0)
;; Copyright © Corman Technologies Inc. All rights reserved.
;; Unlicensed version, evaluation period expires in 24 days.

(defvar *fact-list *)
(defvar *rule-list *)
‘(setq *fact-list * ‘(
‘(is fall (close prices, high prices))
‘(is  rise (inflation rates, share prices))
‘(is fall (inflation rate, share prices)
‘(is fall (volume, open prices))
‘(is rise (open prices))
‘(is rise ( (volume ),  (share open prices))
‘(is fall ( (volume),  (share close prices))
‘(is rise (US dollar prices, interest rate))
‘(is fall (oil prices))
……….
………..
………….

))

Common Lisp-[Lisp Worksheet]

Fig. 4. Sample of Fact Base Generation 
 

The above mentioned rules are inputted into stock 
knowledge base in the rule base format. The inference engine 
is responsible for searching all the applicable rules in the 
knowledge base and finally updated the fact base after 
execution of rules. Figure 5 shows the rule base (knowledge 
base) representation from LISP environment. 

 
 

;; Corman Lisp 3.01  (Patch level 0)

;; Copyright © Corman Technologies Inc. All rights reserved.

;; Unlicensed version, evaluation period expires in 24 days.

‘(setq *rule-list* ‘(

(R1 IF (is  rise  INFL THEN (is fall share prices))

(R2 IF (is  fall  INFL) THEN  (is rise share prices))

(R3 IF (is rise share OP) THEN (is sell shares of all indices))

(R4  IF (is rise (OP  LP) and  (is rise  CP) THEN  (is buy shares of  all indices))

(R5  IF (is  rise (VOL  OP ) THEN  ((is sell shares )and (is earn profit)))

(R6  IF (is fall (USDP) THEN (is rise share prices))

(R7  IF (is rise (USDP ) THEN (is fall share prices))

(R8  IF (is rise (OLP) THEN (is fall share prices))

(R9   IF (is fall (OLP) THEN (is rise share prices))

(R10  IF (is rise  EPS  DIVD) THEN (is rise share prices))

………………….

………………………

))

Common Lisp-[Lisp Worksheet]

 
Fig. 5. Sample of Rule Base Generation 

 
After a generation of fact base and rule base users will be 

interacting with system and ask various questions about the 
system. The questions asked by the system are “what will be 
effect of falling US Dollar prices”, “what will be impact on 
India of rising open and high prices of NASDAQ and Hang 
Sang index”, “what will be effect of rising oil prices on BSE 
index”, “what will be effect of falling volume and close 
prices”, “what will be impact on all index of falling inflation 
rate and interest rate”, “what will be effect of rising of GDP”,  
“what will be effect of rising of unemployment rate on all 
indices”, “what will be effect of rising of FDI on all indices” 
[22] [23]. The expert system tries to solve these queries one by 
one and inference engine procedure searches all the rules in 
the knowledge base. Ultimately, all applicable rules are to be 
executed and respective conclusion is drawn and fact base is 
updated with the new knowledge. Figure 6 shows execution of 
forward chaining inference procedure. 

 

;; Corman Lisp 3.01  (Patch level 0)

;; Copyright © Corman Technologies Inc. All rights reserved.

;; Unlicensed version, evaluation period expires in 24 days.

;;Could not load auto-update index file. This may be because you are not connected to the 
internet, or because you need to configure proxy server settings

->(procedure FC_Infer (rule-base, fact-base)

rules          Select (rule-base, fact-base);

while rules           do

rule        resolveconflicts(rules);

Apply(rule);

rules         Select(rule-base, fact-base)

od

end

-> (setq *FC_Infer *T); // procedure is invoked when command is 
entered


 





Common -LISP

Fig. 6. Forward Chaining Inference Procedure 
 

In Figure 6 inference engine procedure starts by searching 
inference rules until it finds one where the IF clause is known 
to be true. When found it can conclude, or infer the THEN 
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clause resulting in the addition of new information to the fact 
base.  Figure 7 shows initial production system environment.  

Knowledge Base

Working Memory

Goal: rise (US Dollar 

Prices)

Rule 1

Rule 2

Rule 3

.

.

Rule 8

Rule 9

.

Rule 22

Rule 23

.

Rule 32

Rule 33

.

Rule 42

Rule 43

.

Rule 49

Rule 50

 
Fig.7. Production System Environment 

 
After production system environment, the inference 

process searches specified goal sequentially in the knowledge 
base. As a result, 6 rules fired and new information is to be 
added in the working memory The Figure 8 shows production 
system environment after rule invocation. 

 

Knowledge Base

Working Memory

1st Iteration:  Rules 

Fired ->2, 5, 6, 21, 38, 

49

Rule 1

Rule 2
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.

.
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.
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Rule 23

.
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.

Rule 42

Rule 43

.

Rule 49

Rule 50

STK (UP)

Rise (BSE Index)

Rise (NASDAQ Index)

….

…..

……

 
Fig. 8. Production System Environment after Rule Invocation 

Therefore, inference process continues until goal does not 

become true and all possible facts have been asked to be fired. 

In this manner, all goals are attempted. Table III shows 

descriptive statistics of forward chaining inference procedure. 

 
Table III. Descriptive Statistics of Forward Chaining Inference Procedure 

 
S.No. No. of 

Fact 

No. of Rule No. of 

Iteration 

1 20 10 30 

2 35 20 55 

3 70 30 82 
4 120 50 130 

 

Figure 9 shows a bar graph for rule no. against no. of 

iterations. 

 

 
 

Fig. 9. A Bar Graph for Rule No. Against No. of Iterations 

  

Figure 9 states that when no. of rules increase than no. of 

iterations also increase. Figure 10 shows the invocation of 

backward inference procedure. 

;; Corman Lisp 3.01  (Patch level 0)

;; Copyright © Corman Technologies Inc. All rights reserved.

;; Unlicensed version, evaluation period expires in 24 days.

;;Could not load auto-update index file. This may be because you are not connected 
to the internet, or because you need to configure proxy server settings

-> (Defun backward_debug  ()

(IF (execute-rule  rule-list)

(backward)) )

(defun execute-rule ()

(find-if # ‘eval-rule-f “rule-list *))

-> (setq  * backward_debug * T); //procedure is 
automatically invoked when command is entered

Common Lisp-[Lisp Worksheet]

 
Fig. 10. Invocation of Backward Inference Procedure 

 

In Figure 10 backward chaining procedure begins by 

searching the inference rules until it finds one which has a 

THEN clause that matches a desired goal. If the (IF clause) of 

that inference rule is not known to be true, then it is added to 

the list of sub goals. Figure 11 shows initial backward 

chaining production system environment.  
Knowledge Base
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.

Rule 32

Rule 33

.

Rule 42

Rule 43

.

Rule 49

Rule 50

 
Fig. 11. Backward Chaining Production System Environment 
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Afterwards, production system environment the inference 

procedure searches the specified goal in the knowledge base. 

As a result, 12 rules are fired and new sub goals are to be 

added in the working memory. Figure 12 shows backward 

production system after rule invocation. 
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……
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.

.
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.
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.

Rule 32

Rule 33

.

Rule 42

Rule 43

.

Rule 49

Rule 50

 
   

Fig. 12. Backward Production System after Rules Invocation 

 

Therefore, the procedure continues until all sub goals have 

been tested. At the end procedure terminates and all goals are 

attempted. Table IV shows descriptive statistics for the 

backward chaining inference procedure. 

 
  Table IV. Descriptive Statistics of Backward Chaining Inference Procedure 

 
S.No. No. of Fact No. of Rule No. of Iteration 

1 5 10 15 

2 10 20 25 

3 20 30 45 

4 35 50 85 

 

Figure 13 shows a bar graph for rule no. against no. of 

iterations. 

 

 
 

Fig. 13. A Bar Graph for Rule No. Against No. of Iterations 

 

Figure 13 states the effect of increasing the rule on the no. 

of iterations i.e. if no. of rules increase than no. of iterations 

also increases. Figure 14 shows the performance comparison 

between forward and backward chaining approach. 

 

 
 
Fig. 14. Performance Comparison between Forward and Backward Chaining 

Process 

 

Figure 14 depicts that the backward chaining method 

performs reasonably well in comparison to the forward 

chaining method, i.e. when no of rules increase than no. of 

iterations decrease. Table V shows forecasted results for stock 

market expert system. 
 

Table V. Forecasted Results for Stock Market Expert System 

 

S.No

. 

Fact Inference     Result Investment 

Decision 

1 Rise USDP Fall BSE Index Buy 

2 Rise OP and HP STK UP and rising 

share prices 

Sell 

3 Rise OLP STK Down Buy 

4 Fall VOL and CP STK DOWN Buy 

5 Fall INFL and INTR STK UP Sell 
6 Rise GDP Rise BSE Index Sell 

7 Rise UNEMPR Fall BSE Index Buy 

8 Rise FDI Rise BSE Index Sell 
9 Fall OP and CP Fall BSE Index Buy 

10 Fall LP and Vol Fall BSE Index Buy 

11 Rise USDP and INFL Fall Hang Sang 
Index 

Hold 

12 Fall GDP and FDI Fall Nikkei 225 
Index 

Hold 

13 Rise GDP and USDP Rise NASDAQ 

Index 

Sell 

14 Fall FDI and GDP STK DOWN Buy 

15 Fall INFL STK UP Sell 

  
Table V shows the major performances of expert system 

and also shows the best opportunity for stock market users to 
invest money in the near future. 

VI. CONCLUSION AND FUTURE SCOPES                

In this study four noteworthy world stock exchange data 
are considered for modeling the stock market knowledge base. 
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The LISP based editor is utilized to model the forward and 
backward chaining approaches. Based on the findings, it is 
found that backward chaining strategy has better execution 
performance in contrast with forward chaining strategy.   The 
only disadvantage of forward chaining strategy is found that it 
triggers the rules sequentially and takes more time to infer the 
goal while the backward chaining strategy searches the desired 
goal in an extremely fast  i.e. takes less time to infer the goal. 
Besides, this research study will set out the establishment for 
all stock investors and brokers and also will be useful to invest 
money in the share market. In the future, experimental results 
will be improved by utilizing more fundamental and technical 
factors and in addition suitable knowledge representation 
techniques like frame based approach will be considered for 
expert system design task. 
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Abstract— Mobile ad hoc network is the way to interconnect 
various independent nodes. This network is decentralize and not 
follows any fixed infrastructure. All the routing functionality are 
controlled by all the nodes. Here nodes can be volatile in nature 
so they can change place in network and effect network 
architecture. Routing in mobile ad hoc network is very much 
dependent on its protocols which can be proactive and reactive as 
well as with both features. This work consist of analysis of 
protocols have analyzed in different scenarios with varying data 
traffic in the network. Here OLSR protocol has taken as 
proactive and ZRP as Hybrid protocol. Some of the calculation 
metrics have evaluated for this analysis. This analysis has 
performed on well-known network simulator NS2. 

 
Index Terms:- Mobile ad hoc network, Routing, OLSR, 

Simulation, and NS2.  

I. INTRODUCTION 
In the current scenario of wireless networking technology 

where increase of use of personal digital assistant devices like 
laptops, tablets, mobile phones etc. These devices need the 
networking on ad hoc basis so here ad hoc networking 
techniques are very popular. Every node in this type of network 
is like a router and can work like a relay station which can 
initiate the transmission as well as can receiver for other node 
who transmit message [1]. In this type of network nodes can be 
volatile in nature so they can change their location and its 
effects on infrastructure of network which frequently change so 
connection in between nodes are frequently breaks and reform 
on requirement. This way of networking is very much helpful 
in some crucial situation like disaster, crowd, battle field etc.  

 
To maintain connectivity and routing in this network 

several rules have proposed which known as routing protocols 
which can specify in various ways of their working techniques. 
Basically these protocols have two types of features, they can 
be proactive or they can be reactive[2], but in some cases they 
perform both feature and known as hybrid in nature.  

A. Proactive Protocol –  
This type of protocol have feature to be provisionally active 
and updated for any possible route for required transmission. 
These protocols frequently maintained updated list of possible 
destination and their routes details on periodic basis, that is 
known as routing table so that it is also known as table driven 
protocol[3]. Example- DSDV, OLSR. 

B. Reactive Protocol-  
This type of protocols reacts according to need of transmission 
and initiate discovery of route for destination so that it is 
known as reactive protocol. It initiate work on demand of 
transmission so it also known as on demand protocols. These 
protocols do not maintain any updated list of possible routes 
for all destinations so they need to discover route for each 
transmission [3]. Examples- AODV, DSR. 
 

C. Hybrid Protocol-  
This type of protocols has capability of both type of reactive as 
well as proactive due to its network infrastructure. This type of 
protocols maintains updated list of possible routes for all 
destination in current zone and need to initiate route discovery 
process for the destination outer then current zone [3].   

Here two protocols have taken one is proactive in nature 
that is OLSR and other is hybrid in nature that is ZRP. 

II. OLSR 
Optimized link state routing OLSR is a good examples of 

proactive approach [2] of routing in mobile ad hoc 
networking. OLSR has feature of stability of link state routing 
and some enhanced feature like immediate route availability 
on requirement of transmission in network [11]. The OLSR 
has feature which can minimize the overhead of network by 
focus on selected nodes for flooding of the traffic in 
transmission in network. These selected nodes are known as 
multi-point-relay or MPR which are responsible to retransmit 
this message to control. Whenever any node receive this 
message, it determine the need of retransmit according to 
route and select one to the MRP available in their neighbor list 
and retransmit only when this message is not belongs to that 
particular node.  

III. OLSR ARCHITECTURE 
OLSR Protocol utilizes two types of messages for 

communication [11]. The TC means topology control message 
is responsible for maintain updated details of routes in 
network for all possible destinations in network and the hello 
which is first type of message used to maintain identity of 
neighbors updated details. OLSR protocol is so much efficient 
in the manner of traffic control. It works very efficiently 
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where network is very dense and MRP approach work well for 
efficient routing with less network-overhead.   

IV. ZRP PROTOCOL 
Zone routing protocol is a hybrid routing protocol [2][3]. It 

has combination of feature of proactive and reactive both type 
of routing. So it is known as hybrid routing protocol. ZRP [12] 
utilize the technique of minimize the control overhead on 
network by proactive routing technique. It has good capability 
to decrease the network latency which is created by discovery 
of routes in reactive routing technique.  For this feature the 
ZRP protocol utilizes the way to define zones in network 
around each node consist of its specified number of neighbors 
having similar node distance from center node of zone. 

ZRP protocol is consisting of some of the subordinate 
protocol like NDP, IARP, IERP and BRP. In which there are 
intra-zone and inter-zone routing protocol perform according to 
its working mechanism by using zones in network. Intra zone 
routing protocol also known as IARP is working in a specific 
zone in network and it is of proactive in nature which 
maintains updated details of all possible destination and their 
routes inside a particular network zone with the help of 
Neighbor Discovery Protocol NDP. Inter zone routing protocol 
also known as IERP is working between various zones in 
network. This protocol is basically reactive in nature, it initiate 
route discovery on the need of message transmission, when a 
node need to transmit message to a particular node which is not 
present in current zone and it can be outside of current zone 
then intra zone routing protocol transmit message to nodes 
present on the border of current zone which is handled by third 
protocol known as Border cast Resolution Protocol BRP [12].   
So the technique of ZRP is depends on some of the subordinate 
protocols NDP, IARP, IERP and BRP, which together makes it 
very efficient in all manner.  

V. ZRP ARCHITECTURE 
ZRP protocol identifies a network as a collection of various 

zones. Each node is surrounded by a specific zone with a 
particular radius that specifies the node distance from central 
node of zone and also specifies the nodes on the border of 
zone. This zone radius is not measurement of distance between 
nodes but it is the count of nodes from center node to the 
border node of a specific zone in network. Some time it 
happens that one zone overlap to another various zone due to 
each node can have its own zone. In every zone there can be 
two type of neighbor nodes interior node and peripheral node 
or border nodes.  

ZRP protocol is collection of several protocol in which first 
protocol is NDP neighbor Discovery Protocol which is 
responsible for discovery of neighbors with in a network zone, 
it is initiated by the central node of zone on frequent basis to 
maintain updated list of all neighbor and possible routes. It 
broadcast hello beacon after specific time intervals to maintain 
status of connection to neighbors, it support the work of Intra 
Zone Routing Protocol which maintain connectivity with in 
one zone in network, which is protective in nature and follow 
link state routing technique. Other than IARP approach there is 

one another protocol exist in ZRP technique which is used to 
perform communication outer-then a specific zone in network, 
that is known as Inter zone routing protocol IERP, it is reactive 
in nature and it initiates node discovery process outside zone, 
here one supporting protocol Border cast Resolution Protocol 
BRP helps to transmit message to all border nodes of current 
zone so that on receiving of this message that border nodes can 
transmit this message to its destination outer-than this zone 
with help of IERP.       

VI. EVALUATION OF SIMULATION RESULTS 

A. Simulation Environment 
The Environment which is used for simulation[8] is a 

virtualized environment where one can simulate the desired 
network layout using virtual objects of all network elements in 
desired topology. It provides a platform to simulate network as 
well as find simulation results and evaluation tools to find out 
conclusions.   

The simulation environment here used is famous network 
simulator which is known as NS2 [5][9] which is Linux 
operating system based simulation package It provide platform 
to simulate network, provide real visualize view of 
transmission process and also generates trace files. Ns-2 
provides platform of routing of wired network and wireless 
networks. NS2 is consist of two type of working tools which 
are “ns” and “nam” also known as network simulator and 
network animator. It is useful to visualize network. It also has 
graph tools which can generate graphs after simulation process. 

B. Traffic Model 
CBR constant Bit Rate model have used for this work 

which is the source of traffic in simulated network [7][9]. Pairs 
of the source and destination nodes are distributed in a grid 
topology and it uses data packets of size 512-byte for 
simulation analysis. The packet rate of transmission can be 
varying time to time due to varying load of network. 

C. Mobility Model 
For the mobility model [5] the random way point of is used 

in this simulation. There is a configuration of 500 x 500 area 
plot for simulation in where all network nodes has configured 
in a grid topology. The Radio Model is two way ground and 
CBR as traffic and the packet size try to maintained as 512 
bytes, network speed used is 10 m/s, and area for simulation is 
500X500 wide area and number of nodes are 100 and 
simulation time are 20,40,60,80 & 100. 

Simulation plan is to simulate network with OLSR and 
ZRP protocols and find out the simulation [10] performance 
variation between these two protocols in some scenarios.    

VII. PERFORMANCE EVALUATION 
Perform evaluation is based on the output of evaluation 

matrices which provide some parameters to specify the 
simulated network performance in various aspects like ratio of 
packet delivery, throughput of network, and analysis of packet 
transmission delay from one end to another end in 
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network[10]. After evaluation of these matrices some 
conclusion has found which shown in below graphs and tables. 

A. Average Throughput 
Network throughput [9][10] is ratio of messages delivered 

successfully from sender to receiver by a communication 
channel that can be physical or logical and it can pass by any 
network node. It has unit bits per second. 

 

 
Fig. 1.  Average Throughput 

 
On the evaluation of simulation results, the value of 

network throughput of network using ZRP protocol in different 
simulation time initially higher as 1885.65 but it increases as 
simulation time increases as on 100 simulation time it reach on 
1964.44 whereas, the throughput value of network based on 
OLSR based network in different simulation time initially 
1856.32 but it decrease as simulation time increase as on 100 
simulation time it reach on 1632.56 which shows that in ZRP 
based network can provide good network throughput. 

B. Packet Delivery Ratio 
It is the ratio of number of packets sent by sender and the 

number of packets received by receiver in transmission [9][10]. 
This ratio also measures the loss packets during transmission 
and also it is helpful in analysis of efficiency of routing 
protocol. 

 
∑ Number of packet receive / ∑ Number of packet send 
 

 
Fig. 2.  Packet Delivery Ratio 

On the evaluation of simulation results, packet delivery 
ratio evaluation of simulated network which is using ZRP 

protocol in different simulation time initially low as 60.808 but 
it increases as simulation time increases as on 100 simulation 
time it reach on 66.6812 whereas, the packet delivery ratio of 
network based OLSR based network in different simulation 
time initially 64.9028, but it decrease as simulation time 
increase as on 100 simulation time and  reach on 55.8923. 
Hence ZRP based network can provide good packet delivery 
ratio. 

C. Average End-to-End delay  
It is the time difference that is taken by transmitted packets to 

complete the travel start by sender and reach to receiver during 
transmission in network simulation [9][10]. This delay is a sum of all 
delay that is taken by the process of route discovery time, time taken 
for propagation.  

 
∑ (arrive time – send time) / ∑ Number of connections 
 

 
Fig. 3.  Average End to End Delay 

Based on simulation results, the average end to end delay in 
the network which is based on ZRP protocol in different 
simulation time initially low as 596.062 but it increases as 
simulation time increases as on 100 simulation time it reach on 
612.819 whereas, the end to end delay of network based on 
OLSR protocol based network in different simulation time 
initially 384.525, but it increase as simulation time increase as 
on 100 simulation time and reach on 614.461. It shows that 
ZRP based network is capable to provide end to end delay. 

VIII. CONCLUSION 
Analysis of protocols in different network scenarios with 

varying data traffic shows that, OLSR and ZRP both work 
different in different scenarios and they affected by varying 
data traffic due to varying simulation time in the network. It 
seems that ZRP is good performer instead of the OLSR 
protocol. 

IX. FUTURE WORK 
Future task could be enhancement of new features in ZRP 

protocol to make more effective protocol in the mobile ad hoc 
networks. 
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Abstract— The rapid development of social networks during the 
past decade has lead to the emergence of new forms of 
communication and new platforms like Twitter and Facebook. 
These are the two most popular social networks in Morocco. 
Therefore, analyzing these platforms can help in the interpretation 
of Moroccan society current trends. However, this will come with 
few challenges. First, Moroccans use multiple languages and 
dialects for their daily communication, such as Standard Arabic, 
Moroccan Arabic called “Darija”, Moroccan Amazigh dialect 
called “Tamazight”, French, and English. Second, Moroccans use 
reduced syntactic structures, and unorthodox lexical forms, with 
many abbreviations, URLs, #hashtags, spelling mistakes. In this 
paper, we propose a detection engine of Moroccan social trends, 
which can extract the data automatically, store it in a distributed 
system which is the Framework Hadoop using the HDFS storage 
model. Then we process this data, and analyze it by writing a 
distributed program with Pig UDF using Python language, based 
on Natural Language Processing (NLP) as linguistic technique, 
and by applying the Latent Dirichlet Allocation (LDA) for topic 
modeling. Finally, our results are visualized using pyLDAvis, 
WordCloud, and exploratory data analysis is done using 
hierarchical clustering and other analysis methods. 
 

Keywords: distributed system; Framework Hadoop; Pig UDF; 
Natural Language Processing; Latent Dirichlet Allocation; topic 
modeling; pyLDAvis; wordcloud; exploratory data analysis; 
hierarchical clustering. 

 
I.  INTRODUCTION 

 
Twitter and Facebook platforms that are part of people 

connected life are considered the most popular platforms. 
According to the latest statistics, there are 936 million daily 
active users just for Facebook, with 83% outside the USA [1], 
and 316 million monthly active users for Twitter, with 77% 
outside USA [2]. In some countries, these two platforms have 
grown very fast. For instance, in Morocco, the country 
concerned by our research work in this article, Facebook has 
grown by 590,000 Moroccan users between January and 
October 2011 [3]. While the number of Moroccan user accounts 
in Twitter reached 26,666 and their number of tweets reached 
780,000 by month, thus occupying the third place in the Arab 
world [3]. If we talk about services that made these two 
platforms popular we can say that Twitter is user-friendly and 
allows users to write short messages that can be limited to 140 
characters called “tweets” in which they can post links or share 
images. On the other hand, Facebook allows users to create 
personal profiles, add other users as friends, and exchange 
messages, including status updates, moreover, users can share 
photos, links, and personal thoughts. 

These statistics encouraged us to lead a study that aims the 
analysis of messages published by Moroccan users, on these two 
platforms despite the difficulties quoted before. In this paper, we 
propose a detection engine of Moroccan social trends, that can 
handle the generated data by Moroccan users to create a text 
corpus useful to analyze and visualize the Moroccan society 
trends in a chosen period. To build our detection engine; we rely 
on the Hadoop framework, which is a distributed system, usually 
used to realize an infrastructure for storage and processing [4].  

 
This infrastructure is composed of four parts. The first one is 

the data extraction part which handles the streaming of data, 
related to Morocco society, from both platforms Twitter and 
Facebook, and then stores the data in our distributed system 
using the HDFS storage model [5]. The second part handles the 
processing of collected data. It starts by converting tweets in 
JSON format using JAQL (JSON Query Language) [6], and then 
proceeds in search of pertinent information contained in these 
data. For Facebook, we use an API wrapper written in Java 
programming language to handle the JSON format and extract 
the posts and comments directly from the Graph API of 
Facebook. Then we apply a distributed program based on the 
Natural Language Processing [22] to this data by running a Pig 
UDF [7] written in Python language. The third part use the 
previous result to generate the LDA corpus [14]. The fourth part 
is composed of visualization tools, such as pyLDAvis, 
WordCloud, and other exploratory data analysis like hierarchical 
clustering. 

 
This paper is organized as follows. In Section II, we 

introduce some related works. In Section III, we present the tools 
and methods used in our system. In Section IV, we describe the 
architecture of the detection engine of Moroccan social trends. 
In section V, we run an experiment. We end with a conclusion 
in Section VI. 

 
II. RELATED WORK 

 
The analysis of social network platforms has been the focus 

of interest of many researches. For example, H. Kwak, C. Lee, 
H. Park and S. Moon [8] found that Twitter users sometimes 
broadcast news before traditional media. In 2011, J. Weng and 
B.-S. Lee [9] proposed a method based on the frequency of 
terms presented daily in the corpus. The frequency of each term 
is represented as a signal. More so, O. Ozdikis, P. Senkul and 
H. Oguztuzun [10] performed a semantic expansion of the 
terms presented in the tweets. Finally, H. Becker, M. Naaman 
and L. Gravano [11], proposed an approach to identify, among 
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all the tweets, those describing events. They grouped all tweets 
according to their textual similarity. 

 On the other hand, many other research works focused on 
the detection and interpretation of emotion in Twitter platform. 
For example, V. Nguyen, B. Varghese and A. Barker [12], 
proposed a Framework to analyze and visualize public sentiment 
in the Twitter platform. The research presented in this article is 
based on a dictionary of words and a learning algorithm that 
detects feelings of the public in a specific region. In the same 
field, Hand, W. Wang, L. Chen, K. Thirunarayan and A. Sheth 
[13],  performed self-extracting hashtags related to emotions that 
exist in Twitter (2.5 million tweets), and they have applied two 
learning algorithms to identify public emotions. 

 
III. TOOLS AND METHODS 

 
A. The Hadoop Framework 

 
Our detection engine of Moroccan social trends is built by 

using a special infrastructure, based on the Hadoop Framework. 
The Apache Hadoop is an open-source software framework 
written in Java for distributed storage and distributed processing 
of very large data sets on computer clusters built from 
commodity hardware [4]. The Hadoop Framework consists of 
two primary components. The first one is HDFS [5], which 
stands for Hadoop distributed file system; it is an open-source 
data storage, inspired by GFS (Google File System) and stores 
large files across multiple machines. The second one is 
MapReduce, which is an open-source programming model 
developed by Google Inc. Apache adopted the ideas of Google 
MapReduce and developed it. MapReduce allows the 
decomposition of tasks and the integration of results. 

 
The HDFS system can store files whose size can reach the 

terabytes. The stored files are then divided into blocks of 64 MB 
by default; these blocks are then replicated in three copies by 
default across the different nodes in the cluster. The HDFS uses 
a master-slave architecture, and it consists of:  

 
a) Single NameNode, which is running on the master 

node and holds the metadata of HDFS by mapping data blocks 
to data nodes, it manages file system namespace operations like 
opening, closing, and renaming files and directories. 
Furthermore, it regulates access to these files by clients. 
 

b) Secondary NameNode allows creating the checkpoints 
of the file system present in the Namenode. 
 

c) DataNodes run on slave nodes, they are responsible for 
storing blocks within the node. They report every file and block 
stored in that node to the NameNode, and do all file system 
operations like creating, deleting files according to instructions 
received from the NameNode. 
 

The key traits of HDFS are the scalability and availability 
due to data replication and fault tolerance. 

 
The MapReduce is a program model for distributed 

computing based on Java modeled after Google’s paper on 

MapReduce [21]. It allows to parallelize processing over a large 
amount of stored data by decomposing data submitted by a client 
into small parallelized map and reduce workers. The map takes 
a set of data as a key-value pair and converts it into another set 
of data as a key-value pair. Then the reduce task takes the output 
from a map task as an input and combines those data tuples into 
a smaller set of tuples. The main work of MapReduce can be 
seen in between the reduce input and the map output, and the 
shuffle and sort stage. The MapReduce uses a master-slave 
architecture, and it consists of: 

 
a) JobTracker, running on the master node and receiving 

a request from a client then assigning tasks to workers running 
on slave nodes where the data is locally stored, these tasks are 
performed by the TaskTrackers. If the TaskTracker, for some 
reason, fails to execute the job, the JobTracker assigns the task 
to another TaskTracker where the data are replicated. 
 

b) TaskTracker is a daemon that is running on slave 
nodes, it starts and monitors the Map and Reduce tasks assigned 
by the JobTracker. The TaskTrackers report their status to the 
JobTracker by a heartbeat, and they send the free slots within it 
to process data. 
 

MapReduce provides the following features; simplicity of 
development, scalability, automatic parallelization and 
distribution of work, fault tolerance. 

Figure 1. Hadoop Architecture 
 

The use of Hadoop framework is fundamental in our system 
due to the complexity of used algorithms. It allows us to 
accelerate the processing and get better performance with high 
reliability. 

 
B. The Natural Language Processing (NLP) 

 
The Natural Language Processing [22] is the application of 

knowledge of languages in the development of intelligent 
computer systems that can recognize, understand, interpret and 
reproduce human language in its different forms. The new 
approaches of NLP are based on machine learning by using the 
concepts and techniques of artificial intelligence (AI) that 
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allows computers to learn without being programmed. The 
input and the output of an NLP system can be composed of 
speech or written texts. 

 
The NLP system involves two main components. The first 

one is the Natural Language Understanding (NLU) that handles 
the machine reading comprehension and try to understand the 
meaning of a written text. The other component is the Natural 
Language Generation (NLG) that includes computational 
linguistics and allows computers to writes text of the same 
quality as that of a human being. 
 
The NLP system is based on five phases [19]: 

 
a) Lexical Analysis: is concerned with the structure of 

words. To analyze this structure, the lexical analysis 
divides a text into sentences, and words. 

b) Syntactic Analysis: is concentrated on the analysis of 
the sentence structure by analyzing the words and their 
relationship within this sentence.  

c) Semantic Analysis: is interested in the meaning of 
sentences considered individually. 

d) Discourse Integration: handles the relationship 
between the current sentence and the sentence just 
before it, to give meaning to the current one. 

e) Pragmatic Analysis: determines the meaning of the text 
in context. 

 
Using NLP we realize the following operations: 
 

 Segmentation: Cut the text into "segments" (tokens). 

 Part-of-speech tagging: associate to each word its 
appropriate syntactic category (noun, verb, adjective, 
etc.) 

 Named entity extraction: classify words in a text into 
predefined categories; like company names, person or 
other things. 

 Normalization: e.g. eliminate capital letters. 

 Make statistical calculations on words. 

 etc. 

In our system, The NLP is used to process the raw data 
collected from the social networks Twitter and Facebook after 
the extraction of pertinent information using JAQL [6]. The 
processing contains successive steps that allow analyzing the 
Moroccan user-generated data expressed with different 
languages and dialects, used by Moroccan people when 
communicating on these social networks. 

 

C. Topic models: LDA 
 

Topic models are a set of algorithms that uncover and 
generate the hidden topics within a set of documents based on 
the word frequency. Many types and implementations of topic 
modeling have been published. The most common and the most 
used in search engines is Latent Dirichlet Allocation (LDA) 
[14]. LDA can also be used to explain the intent embedded in 
text or resolve ambiguous words in systems like search engines. 

 
Topic models based on LDA work as a statistical machine 

learning and text data mining, which consist of a Bayesian 
inference model that calculate the probability distribution over 
topics in each document, where each topic is characterized by a 
probabilistic distribution based on a set of words (or n-grams, 
or syntactic n-grams). The LDA model needs the number of 
topics as a parameter to choose the number of partitions to 
divide the corpus. 

 
For its computation, the LDA model uses as input tf-idf (term 

frequency-inverse document frequency) [20] values from 
documents by calculating the importance of each word, and the 
number of topics given by a user. After this, the generative 
model determines his probability of the membership of a 
document for each topic, generating new Vector Space Model of 
LDA topics [17], as shown in Figure 2. 

Figure 2. LDA Model 
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The LDA algorithm contains the following steps: 
 

1) For each document: 
 

 Decide on the number of words N the document will 
have using the Poisson distribution, i.e.; only the words 
that correspond to this distribution are considered. 

 Choose a topic mixture for the document by using the 
Dirichlet distribution in order to ascertain the possibility 
of the membership of the document on each topic. 

2) Generate each word in the document by: 
 

 Picking up a topic by using an iterative process; for each 
word       in the document, the algorithm chooses the 
topic       using multinomial distribution and conditional 
multinomial probability                  [17]. 

 Finally, using the topic to generate the word itself. The 
algorithm returns a new set of words for each topic and 
the probability of each document to belong to each 
topic. 
 

We decide to use the LDA model in our system to detect the 
preoccupations and interests related to the Moroccan society, 
and to discover new social trends related to it. For this reason, 
we implement a free python library for topic modeling based on 
LDA model called "gensim". 

 
D. Principal component analysis (PCA) 

 
Using topic model like LDA allows detecting and 

interpreting the hidden topics in a corpus. However, when the 
number of topics increase and becomes high, we can find 
difficulties in distinguishing between topics and interpreting the 
results correctly. Reducing the number of topics is sometimes 
not an option, but becomes a necessity. To solve this issue, we 
use the Principal Component Analysis (PCA) [18]. 

 
PCA is a powerful tool for analyzing and expressing data in 

such a way to detect the similarities and differences. It involves 
a mathematical procedure that helps revealing 
interrelationships among a large number of variables. PCA can 
transform some correlated variables into a smaller number of 
uncorrelated variables called principal components, which are 
a new variable, obtained as linear combinations of the original 
variables. The first principal component is required to have the 
largest possible variance. The second component is measured 
based on the fact that it is orthogonal to its first component and 
having the largest Inertia, which is the sum of the squared 
element of a variable: 

 
 

The other components are computed likewise. The values of 
these new variables for the observations are called factor scores, 
which can be interpreted geometrically as the projections of the 
observations onto the principal components. 

Using the PCA in our system, we managed to compress the 
size of data by reducing the number of dimensions through the 
use of the probabilities of each word in each topic. Our goal is 
to keep the important information and to make the visualization 
of data clear and understandable without much loss of 
information. 

E. Hierarchical Clustering: Dendrogram 

The hierarchical clustering [23] is a method of group analysis 
that allows creating a hierarchy of clusters. In other words, the 
main purpose of this method is to group objects of similar kind 
into clusters, where objects of each cluster are close to each 
other. This is done by repeating the calculation of distance 
measures between objects, and between clusters to construct a 
tree, and then the result can be represented graphically as a 
dendrogram. 

Taking N as the number of objects, the hierarchical 
clustering needs a set of object-to-object distances defined as 

and a cluster-to-cluster distances computed 
with linkage function [24]. The algorithm of the hierarchical 
clustering can be outlined as follows:  

Figure 3. Hierarchical Clustering Algorithm 
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There are two main conceptual approaches for the 
Hierarchical Clustering: Hierarchical agglomerative clustering 
and Divisive clustering. The first one is a bottom-up clustering 
method, it starts with every single object in a single cluster, and 
then in each successive iteration, it merges the similar clusters 
until all objects belong to one cluster. The second one is a top-
down clustering method; it works in a similar way to 
agglomerative clustering but in the opposite direction, it starts 
with one cluster containing all objects and then in each 
successive iteration, splits resulting clusters into smaller clusters 
until each cluster contain a single object. In order to combine 
similar clusters (for agglomerative), or split one cluster into 
similar clusters (for divisive), a measure of dissimilarity between 
sets of observations is required, this is obtained by calculating 
the distance between pairs of observations. 

 
We use the hierarchical clustering analysis in our system to 

transform the topic * word matrix into topic-by-topic distance 
matrix, in order to group the correlated topics together. The 
result of hierarchical clustering is similar to PCA, except we can 
observe the hierarchical ordering of topics. 

 
F. Force-directed graph 

 
The Force-directed graph is a set of algorithms widely used 

for drawing efficient graphs due to their flexibility, ease of 
implementation, and the aesthetically pleasant drawings they 
produce. These graphs are generally visualized as node-link 
diagrams, in which dots depict the nodes, joined by lines for the 
edge. The Force-directed graph is used in several use cases such 
as traffic networks, social networks, software systems, etc. 

 
Using the same distance matrix computed in the hierarchical 

clustering, we can plot the topics using the Force-directed graph. 
The nodes represent topics and edges represent the topic 
covariance metric, in consequence, we can observe the 
relationship between topics according to the distance between 
them. 

 
In our system, NetworkX [15] handles the visualization of 

topics using the Force-directed graph, which is a Python 
package for the creation and handling of complex networks. We 
choose the spring layout of Force-directed graph that pulls 
linked and similar nodes toward the center. 

 
IV. ARCHITECTURE OF THE DETECTION ENGINE OF 

MOROCCAN SOCIAL TRENDS 
 

Our Detection Engine of Moroccan Social Trends 
(DEMST) is composed of four parts as follow: 

 
 
 
 
 
 

 
 

Figure 4. Architecture of DEMST 
 

A. Extraction and distributed storage of raw data 
 

The first part of DEMST involves the extraction of data from 
the social networks Twitter and Facebook because this is the 
most important task in the data analysis process. All these data 
are related to the Moroccan society and reflect the concerns of 
Moroccan users. This data is stored in our system using the 
Hadoop distributed file system (HDFS). 

 
1) Streaming Data from Twitter 

 
Comparing to the other social network platforms, Twitter 

API is more open and accessible. Three different ways are used 
to access Twitter data and return well-structured tweets in JSON 
format that facilitate analysis and access to the desired 
information. Returned tweets contain a variety of information: 
text, hashtags, the number of times retweeted, the information of 
the user, etc. 
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The three ways offered by Twitter to get tweets are Search 
API, Streaming API, and Twitter firehose: 

 
a) Search API: allows to query data on Twitter using 

some criteria such as the keywords, locations, usernames, etc. 

b) Streaming API: provides tweets that happen in near 
real-time by launching a request for an unlimited period as long 
as no problem occurs. 

c) Twitter firehose: similar to the Streaming API and 
provides methods of writing and reading, which allows access 
to the Twitter database. This includes the extraction of the latest 
tweets sent on Twitter 

 
To access Twitter data we need to be authorized. After 

registering on Twitter and creating an account on 
https://apps.twitter.com, Twitter provides us four secret keys: 
consumer key, consumer secret key, access token and access 
token secret.  Once we have the keys, we can use the Streaming 
API in our system to retrieve tweets. 

 
For the extraction of related tweets to Moroccan society, we 

used the geolocation available in the new version 1.1 of Twitter 
API that allows us to filter tweets by location. For this reason, 
we used the http://boundingbox.klokantech.com website to 
determine the geographical coordinates (latitude and longitude) 
of Morocco. Our system handles the streaming of data from 
Twitter using a library of Python language called Tweepy [25], 
which allows access to Twitter API. 

 
To ignore the tweets from neighboring countries of 

Morocco such as Algeria, Mauritania, Spain and Portugal, we 
have had recourse to the code of Morocco which is 'MA': 

 
2) Streaming data from Facebook 

 
The Facebook platform provides a set of services and tools 

allowing developers to create applications that access data in 
Facebook. This data is rich and contain sensitive information 
about users; that is why Facebook apply restrictions to the 
private accounts and make the access controls complicated. 

Using this platform, the developers can integrate massive 
data of Facebook called social graph and get insights on the 
social interactions, using the Graph API. 

The Graph API of Facebook is a low-level HTTP-based API 
that offers to developers the ability to query data, manage 
photos, post a new status message and other tasks. The Graph 
API provides a search functionality similar to Twitter. For 
example, it allows finding places, events, public posts, users, etc. 
Like Twitter, the graph API return well-structured data in JSON 
format. 

 
The use of the Graph API of Facebook involves the 

authentication with Facebook App ID, Facebook App Secret, 
and Facebook OAuth token. Using the URL 
https://developers.facebook.com/apps  we can obtain the App ID 
and App Secret. And the OAuth token can be obtained by the 
Graph API Explorer using the URL 
https://developers.facebook.com/tools/explorer/. The OAuth 
token is generated for every user. It identifies both the user and 
the application, and manages the permissions. 

 
Using Facebook4j [26], a Facebook API wrapper written in 

Java, we can access to the Graph API of Facebook using the 
generated token. 

Due to the restrictions applied by the Facebook Platform On 
private accounts, our system is limited to use the data of the 
public pages maintained by the Moroccan users. For this 
purpose, we utilize SocialBakers, a popular provider of social 
media analytic tools, statistics, and metrics to get the IDs of the 
most popular Facebook pages about Morocco which have the 
best ranking and a huge number of subscribers. This method 
allows us to retrieve the posts and comments of Moroccan users 
on every page obtained by the ID. 

 

auth = tweepy.OAuthHandler(consumer_key, consumer_secret) 
 
auth.set_access_token(access_token,access_token_secret) 
 
stream = tweepy.Stream(auth, l) 
 
stream.filter(locations=[-17.2122302,21.3365321,-
0.9984289,36.0027875],async='true',encoding='utf8') 

if decoded['place']['country_code'] != 'MA' : 

import facebook4j.*; 
 
Facebook fbk = new FacebookFactory().getInstance(); 
 
fbk.setOAuthAppId(FBAppID, FBAppSecret) 
 
fbk.setOAuthAccessToken(new AccessToken(FBAceessToken)); 

ResponseList<Post> feeds = 
fbk.getFeed(listPopularPagesIDMorocco[l]); 
 
for (int i = 0; i < feeds.size(); i++) { 
 
 Post post = feeds.get(i);                    
 if (post.getMessage()!=null){ 
     outStream.writeUTF(post.getMessage()); 

              } 
 

 PagableList<Comment> comments = 
 post.getComments(); 
 Iterator<Comment> it =  comments.iterator(); 
 while (it.hasNext()){ 
     outStream.writeUTF(it.next().getMessage()); 
 } 
} 

 

https://dx.doi.org/10.6084/m9.figshare.3153892 91 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 

https://apps.twitter.com/
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&ved=0ahUKEwj1i8GT55LKAhWGvBoKHbAFAoAQFggoMAE&url=https%3A%2F%2Fwww.facebook.com%2Fhelp%2Fcommunity%2Fquestion%2F%3Fid%3D10200715634825971&usg=AFQjCNHdZ2s8EuMuwPV62YaMLW6QGrLiJQ&sig2=qyaDDbMQXM0iZVN20jr-Ag&cad=rja
https://developers.facebook.com/tools/explorer/
https://developers.facebook.com/tools/explorer/


(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 14, No. 3, March 2016 

 

 
 

3) Distributed storage using Hadoop 
 

The collected data from Twitter and Facebook are stored 
directly in our distributed infrastructure using the HDFS of 
Hadoop system.  

 
The storage of tweets, retrieved from the Twitter platform, 

in our distributed system is handled by Hadoopy [27], which is 
a Python wrapper for Hadoop using Cython. Hadoopy allows to 
read and write data directly to HDFS from Python. To write our 
program, we use The IPython Notebook, which is an interactive 
environment for python. 

 
Using Eclipse, an IDE for Java and after adding the 

necessary JAR files of Hadoop, we wrote a program that handles 
the storage of posts and comments retrieved from the Facebook 
platform. 

B. Extraction of pertinent information with JAQL and 
processing data with NLTK 

 
The second part concerns the treatment of the collected data, 

starting with parsing raw data and retrieving relevant 
information using Jaql (JSON Query Language), and then 
applying a distributed program based on natural language 
processing to analyze the parsed data 

 
1) Parsing raw data with JAQL 

 
JAQL is a functional data processing and a query language 

designed for JavaScript Object Notation (JSON), a highly used 
data format known of its simplicity and modeling flexibility. It 
was donated by IBM to the open source community. JAQL is 
primarily used to process large-scale structured and deeply 
nested semi-structured data, and it can be run to query big data 
inside HDFS using Framework Hadoop. 

As we said earlier, the APIs of Twitter and the Graph API of 
Facebook utilize the JSON format to respond to queries. For this 
reason, we use JAQL to parse and extract the relevant data from 
the tweets. The fields obtained are: 

 
 Created_at: the creation date of the tweet. 

 Lang: language used to write the tweet (necessary for 
the processing with NLP). 

 Text: the body of the tweet that contains the personal 
thoughts of the user. 

 
To write the program of parsing raw data, we have utilized 

the Eclipse IDE for Java, after having added the necessary JARs 
of both Hadoop and JAQL. 

 
Facebook4j, the wrapper for The Facebook Graph API, 

allows us to avoid parsing Facebook’s JSON responses with 
JAQL because it already encapsulates the desired result in a Java 
object, so we simply need access to the object that have the 
desired data. 

2) Processing data with NLP 
 

The core of our detection engine of Moroccan social trends 
is the NLP; it contains all the necessary algorithms to handle the 
linguistic diversity of our Moroccan society. 

 
We choose to work with the Natural language processing 

Toolkit (NLTK), which is a suite of open-source Python 
modules, allowing programs to work with the human language 
data. It provides over 50 corpora and lexical resources such as 
WordNet and a set of text processing libraries for tokenization, 
parsing, classification, stemming, etc. 

import hadoopy 
 
hdfs_path = 'hdfs://master:54310/tweets/ ' 
 
hadoopy.put(Data ,hdfs_path) 

 

JaqlQuery jaql = new JaqlQuery(); 
 
jaql.setQueryString("read(hdfs($localtion,{format:'org.apache.had
oop.mapred.TextInputFormat', converter: 
'com.ibm.jaql.io.hadoop.converter.FromJsonTextConverter'})) -> 
transform {$.created_at,$.text,$.lang}"); 
 
JsonArray jv = (JsonArray) jaql.evaluate(); 
 
JsonParserFactory factory=JsonParserFactory.getInstance(); 
 
JSONParser parser=factory.newJsonParser(); 
 
Map jsonData=parser.parseJson(jv.get(0).toString()); 
 
String at=(String)jsonData.get("created_at"); 
 
String text=(String)jsonData.get("text"); 
 
String lang=(String)jsonData.get("lang"); 

Post post = feeds.get(i); 
 
post.getComments(); 
 

import org.apache.hadoop.conf.* 
 
import org.apache.hadoop.fs.* 
 
Configuration conf = new Configuration(); 
conf.addResource(new Path("/home/hduser/hadoop/conf/core-
site.xml")); 
 
conf.addResource(new Path("/home/hduser/hadoop/conf/hdfs-
site.xml")); 
 
FileSystem fs = FileSystem.get(conf); 
FSDataOutputStream outStream = fs.create(file); 
outStream.writeUTF(post.getMessage()); 
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The steps we followed to treat the collected data from 

Twitter and Facebook are: 
 
a) Delete unnecessary data: usernames, emails, 

hyperlinks, retweets, punctuation, possessives from a noun, 
duplicate characters, and special characters like smileys. 

b) Normalize whitespace (strip whitespace from the start 
and end of a word and convert multiple sequential whitespace 
chars into one whitespace character). 

c) Convert hashtags into separate words, for instance, the 
hashtag #MoroccanSociety is converted into two words 
Moroccan and society. 

d) Transform words of Moroccan dialect, or in a dialect 
of Berber Tamazight into the standard Arabic. These words 
could be written using the French or Arabic alphabet. to 
perform this task, we create a dictionary of words that we 
gathered in a python file which we store in each slave node of 
our cluster, and imported in the NLP script executed in these 
nodes. Below, an example of this file 
 

 
e) Create a function to detect automatically the language 

used in the text (Standard Arab, French or English). 

f) Create a function for automatic correction of words 
written in standard Arabic, French and English. 

g) Create a list of contractions to normalize and expand 
words like What's=What is 

h) Stemming: Delete the suffix of a word written in 
standard Arabic, French or English until we find the root. 

i) Identify and remove tokens of part of speech that are 
irrelevant to our analyze using a software of Stanford 
University called Part-Of-Speech Tagger (POS Tagger). This 
software reads the text in Standard Arabic, French or English, 
and assigns parts of speech to each word such as noun, verb, 
adjective, etc. 

j) Remove stopwords for standard Arabic (بعد ,إن ,أن, 
…), French (alors, à, ainsi, …), and English (about, above, 
almost, ...). 

 
These steps are assembled in two python files; one for the 

tweets and the other for posts and comments of the Moroccan 
pages on Facebook called successively NLTK_Tweet.py and 
NLTK_FB.py. These two python files are processed in a 
distributed manner by the Apache Pig, which is a high-level 
scripting language for processing and analyzing large data sets 
using Hadoop MapReduce.  

 
The Apache Pig allows to create user-defined functions 

using programming languages like Java and Python to specify 
a custom processing. The python files NLTK_Tweet.py and 
NLTK_FB.py are processed successively by the Pig files 
Pig_Tweet.pig and Pig_FB.pig. The script of the python files 
need to be registered in the script of the Pig files using 
Straming_python as follow: 

Then we load data and call our function defined in the file 
of python script by using: 

3) The Apache Oozie Workflow 
 

The Apache Oozie is a workflow scheduler system to 
manage Apache Hadoop jobs. A workflow is a series of actions 
forming a Directed Acyclical Graphs. 

 
Using Oozie Workflow, we can chain the parsing of data by 

JAQL with the processing of data with the NLP. This workflow 
allows us to choose a particular period to execute our system 
and simplifies its use. 

Figure 5. Oozie Workflow  
 
 
 
 

#-*- coding: utf8 -*- 
moroccanDialect = [ 
("katbghi", u'تحب'), 
("khas", u'یجب'), 
("ban", u' ظھری '), 
… 
(u'إییھ', u'نعم'), 
(u'عافاك' ,u'ارجوك'), 
(u'خود' ,u'امسك'), 
… 
("zgizzi",u'یتجادل'), 
("zigiz",u'یشغل') 
("werg ",u'یحلم ')] 

 

REGISTER 'hdfs://master:54310/apps/NLTK_Tweet.py' USING 
streaming_python AS nltk_udfs; 

data = LOAD '/socialData/*  using TextLoader() AS 
(line:chararray); 
 
Result =  FOREACH data GENERATE 
nltk_udfs.NameFunction(line)); 
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C. Generating the LDA corpus 
 

The third part of our system uses the previous result of the 
workflow composed of JAQL and NLP to produce the LDA 
corpus. LDA is a probabilistic model used to determine the 
covered topics using the word frequency in the text. 

 
To generate the LDA model, we need to construct a 

document-term matrix with a package called "Gensim", which 
allows us to determine the number of occurrences of each word 
in each document. 

The Dictionary() function take the text as input and assign 
a unique integer id to each unique word while also collecting 
word counts and relevant statistics. This dictionary must be 
converted into a bag-of-words using: 
 

The doc2bow() function converts the dictionary into a bag-
of-words in the form of a list of tuples (word_id, 
word_frequency) for each document. The result, corpus, is a list 
of vectors equal to the number of documents, where each vector 
is a series of tuples. 

 
After creating the document-term matrix, we can generate 

the LDA model using the LdaModel class: 

The parameters utilized in this class are: 
 
 id2word: Our previous dictionary. Required by The 

LDA Model class to map ids to string. 

 num_topic: The number of topics to generate by the 
LDA model. 

 passes: This value is optional and is used by the model 
to know the number of laps through the corpus. This 
number of passes determines the accurate of the model. 

To show topics detected by our LDA model we use: 

The result has the format below: 

D. Visualizing the topics 
 

The last part involves getting insights from our LDA model 
by using methods and tools allowing the interpretation and 
visualization of discovered subjects. The first visualization tool 
we used is the WordCloud, which gives us an idea about 
dominant topics in our corpus. We install the WordCloud 
package using the command pip install wordcloud. This 
package utilizes the frequencies of words calculated by the 
LDA model to graphically display these words as shown in the 
following script: 

The second tool is pyLDAvis, an interactive web-based 
visualization tool, which retrieves information from the LDA 
topic model and represents the results in an attractive way to 
help users to interpret the detected topics. The pyLDAvis can 
be installed using the command pip install pyldavis; this 
package is intended to be used in the IPython notebook. We can 
visualize the result by running the script below: 

To reduce the number of topics and increase their precision, 
we use the PCA technique for the visualization, which allows 
us to project data into two dimensions and merge correlated 
topics in a single theme. 

 
Before applying the PCA technique on the topics, we need 

to transform the categorical data into numerics by affecting 
indicator variables for each category. We use the scikit-learn, 
an open-source and efficient tool for data mining and data 
analysis, to accomplish the data transformation and the PCA 
technique. The next script uses the function DictVectorizer() to 
directly convert strings into numeric values in order to be used 
in the PCA technique as following: 
 

from gensim import corpora, models 
 
texts = [word.split() for word in documents.split(",")] 
 
dictionary = corpora.Dictionary(texts) 

corpus = [dictionary.doc2bow(text) for text in texts] 

lda=models.ldamodel.LdaModel(corpus,id2word=dictionary, 
num_topics=x , passes=x) 

lda. show_topics() 

0.014*word1 + 0.009* word2 + 0.009* word3 + 0.006* word4 + 
0.016*word5 + … 
 

import wordcloud 
 
scores = [float(x.split("*")[0]) for x in final_topics.split(" + ")] 
 
words = [x.split("*")[1] for x in topics.split(" + ")] 
 
freqs = [] 
 
for word, score in zip(words, scores): 
 
     freqs.append((word, score)) 
 
elements = wordcloud.fit_words(freqs, width=1800, height=1000) 
 
wordcloud.draw(elements, "WordCloud.png",width=1800,  
height=1000, font_path=”Thabit.ttf") 

import pyLDAvis.gensim as gensimvis 
 
import pyLDAvis 
 
vis_data = gensimvis.prepare(lda, corpus, dictionary) 
 
pyLDAvis.display(vis_data) 
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Another way to visualize topics is the hierarchical clustering 

using the dendrogram, a tree-structured graph that represents 
the relationships of similarity among the topics. This similarity 
is calculated using the Euclidean distance: 

The last visualization tool we used in our is the Force-
directed graph using the package NetworkX of Python 
language. The nodes represent the topics, and the edges 
represent the relationship between them, so the similar topics 
are closer to each other. We use the Euclidean distance to 
calculate this similarity: 

V. EXPERIMENTS AND RESULTS 
 

We experimentally evaluated our detection engine of 
Moroccan social trends by running it and see if it can help us to 
understand what happening in our society by detecting the 
current trends. 

 
A. Data 

 
During the streaming of tweets from the Platform Twitter, 

we examine the content of the tweets to verify if the source is 
Morocco, and we found that all the tweets without exception 
have the same code of country which is “MA” indication for 
Morocco country. 

 
 
 
 
 
 

from scipy.spatial.distance import pdist, squareform 
 
import matplotlib.pyplot as plt 
 
plt.figure() 
 
corr = squareform(pdist(X.toarray(), metric="euclidean")) 
 
plt.figure(figsize=(12,6)) 
 
R = dendrogram(linkage(corr)) 
 
plt.savefig("similarity_topics") 
 
plt.close() 

from sklearn.feature_extraction import DictVectorizer 
 
from sklearn.decomposition import PCA 
 
import matplotlib.pyplot as plt 
 
def topics_to_vectorspace(i, n_words=100): 
 
    rows = [] 
 
    for i in xrange(n_topics): 
 
        temp = lda.show_topic(i, n_words) 
        row = dict(((i[1],i[0]) for i in temp)) 
        rows.append(row) 
 
    return rows     
 
vec = DictVectorizer() 
 
X = vec.fit_transform(topics_to_vectorspace(n_topics)) 
 
X.shape 
 
pca = PCA(n_components=2) 
 
X_pca = pca.fit(X.toarray()).transform(X.toarray()) 

edge_weight=dict([((u,v,),int(d['weight'])) for u,v,d in 
G.edges(data=True)]) 
 
pos = nx.spring_layout(G) 
 
nx.draw_networkx_nodes(G, pos, node_size=100, alpha=.5) 
 
nx.draw_networkx_edges(G, pos, edgelist=edges, width=1) 
 
nx.draw_networkx_labels(G, pos, font_size=8, font_family='sans-
serif') 
 
plt.savefig("network") 
 
plt.close() 

 

plt.figure() 
 
for i in xrange(X_pca.shape[0]): 
    plt.scatter(X_pca[i, 0], X_pca[i, 1], alpha=.5) 
    plt.text(X_pca[i, 0], X_pca[i, 1], s=' ' + str(i))     
 
plt.title('PCA Topics') 
plt.savefig("pca_topics") 
plt.close() 

 

import networkx as nx 
 
corr = squareform(pdist(X.toarray(), metric="euclidean")) 
 
G = nx.Graph() 
 
for i in xrange(corr.shape[0]): 
 
    for j in xrange(corr.shape[1]): 
        if i == j: 
            G.add_edge(i, j, {"weight":0}) 
        else: 
            G.add_edge(i, j, {"weight":1.0/corr[i,j]}) 
 
edges = [(i, j) for i, j, w in G.edges(data=True) if w['weight'] > .8] 
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Figure 6. Twitter data  
 
Concerning the platform Facebook, we utilize the website 

SocialBakers.com to collect 138 IDs of the most popular 
Moroccan pages and which have a considerable number of 
subscribers. These IDs of Facebook pages will be used to 
retrieve the posts and comments generated by Moroccan users.  

 

 
 

Figure 7. Top-ranked Facebook pages in Morocco 
 
List of IDs: {"272535046654","299643823431682", … 
,"23403302916","104801142935583"} 
 
B. Results of the Second part (JAQL & NLTK) 

 
The Oozie workflow composed of JAQL and NLTK 

handles the processing of raw data stored in the HDFS. The 
processing program is translated to MapReduce and produces a 
corpus that contains mixed normalized words of the three 
languages: Standard Arabic, French, and English. 

 
 
 

C. Detected Topics by LDA 
 

The LDA uses the previous corpus to retrieve the covered 
topics inside the generated corpus. In order to detect these 
topics, we have to generate the bag-of-words vectors by using 
the function doc2bow() that counts the number of occurrences 
of each word, converts it to unique integer id and returns the 
result as a sparse vector as follow: 

 
[[(0, 2), (1, 1), (2, 1), (3, 1)], [(4, 1)], [(5, 1)], [(6, 1)], [(7, 1),...] 

For instance, the topics detected by our LDA model are: 

Topic #1:  ,الناظور, الحسیمة, طنجة, سجل, ھزة, أرضیة, جدیدة, سواحل
 إقلیمي, وضح

Topic #2  ,كشف, تركي, إقلیمي, النھار, طنجة, سجل, ھزة, أرضیة, جدیدة
 سواحل
… 
 

D. Visualization of topics 
 

The diagrams below show the display results generated by 
our system using the different tools presented in this paper. 

 
1) Wordcloud 

2) pyLDAvis 
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3) PCA 

4) Hierarchical clustering 
 
 

5) Force-directed graph 
 

 

This experiment reveals that Moroccan users show a high 
interaction with the earthquake subject that recently hits the 
north part of the country. This was expressed by the usage of 

expressions (by users) like earthquake scale, “Hosima”, 
“Nador”, which are the location of the incident. 

 
VI. CONCLUSION AND FUTURE WORK 

 
The detection engine of Moroccan social trends developed in 

this paper is a reliable system that allows to collect, analyze, and 
visualize Moroccan social trends in Twitter and Facebook 
platforms. The growing number of users was an influential 
factor that creates a large sample size that can be used to detect 
the current trends. It has to be noted that the system still needs 
some improvement because the growing usage of different 
languages. Also, the Moroccan dialect is liquid which can lead 
to addition or change of meaning of some words. Therefore, 
enhancing the analyzes of Moroccan dialect will require more 
future improvement. 
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Abstract— Recently- Multilingual WEB Database system have 

brought into sharp focus the need for systems to store and 

manipulate text data efficiently in a suite of natural languages. 

While some means of storing and querying multilingual data are 

provided by all current database systems. In this paper, we present 

an approach for efficient development multilingual web database 

system with the use of object oriented design principle benefits.  

We propose functional, efficient, dynamic and flexible object 

oriented design pattern and database system architecture for 

making the performance of the database system to be language 

independent. Results from our initial implementation of the 

proposed methodology are encouraging indicating the value of 

proposed approach.  

 
Index Terms— Database System, Design Pattern, Inheritance, 

Object Oriented, Structured Query Language.  

I. INTRODUCTION 

f your business or service addresses an international 

audience, having a multilingual system increases your ability 

to reach your target markets. The rapidly accelerating trend of 

globalization of businesses and the success of database system 

solutions require data to be stored and manipulated in many 

different natural languages. As the primary data repository for 

such applications, database systems need to be efficient with 

respect to multilingual data. While all current database systems 

support some means of storing and manipulating such data, 

there has been no object oriented pattern design in this regard. 

Building a multi-language database system is not a trivial 

task and you will encounter many problems on this way, and 

one of them is how store and retrieve the content for each 

language. You may perform a small research on the Web and 

find enough resources about it, but there is no magic solution, 

each solution depends on personal requirements, size of the 

database, complexity of system, etc. Therefore, this paper 

propose a design pattern, as standard solution to a multilingual 

system programming, which enable large scale reuse and 

improve developer communication.  

Design patterns provide a high-level language of 

programmers discourse to describe their systems and to discuss 

solutions to common problems. This language comprises the 

names of recognizable patterns and their elements. The proper 

and intelligent use of patterns will guide a developer into 

designing a system that conforms to well-established prior 

practices, without stifling innovation. 

 
 

The remainder of this paper is organized as follows: Section 

2 introduce the object-oriented design patterns. Section 3 

explores a set of requirements to be supported by the translator 

design pattern with appropriate examples. . Section 4 gives 

development practices for translator design pattern. 

II. OBJECT-ORIENTED DESIGN PATTERNS 

Concept of Design patterns has been   introduced by 

Christopher Alexander in civil architecture in 1977; they were 

later adapted to software design. Christopher Alexander says, 

"Each pattern describes a problem which occurs over and over 

again in our environment, and then describes the core of the 

solution to that problem, in such a way that you can use this 

solution a million time over, without ever doing it the same way 

twice" [1]. 

Design patterns are solutions to software design problems 

you find repeatedly in real-world application development. 

Patterns are about reusable designs and interactions of objects. 

In general, a pattern has four elements: name, problem, 

solution, and consequences [2]. The pattern name describes a 

design problem, its solutions, and consequences in a word or 

two. The problem describes when to apply the pattern and 

explains the problem context. Pattern solution describes the 

elements that make up the design, their relationships, 

responsibilities, and collaborations. The solution does not 

describe a particular concrete design or implementation, 

because a pattern is like a template that can be applied in many 

different situations. 

The consequences are the results and trade-offs of applying 

the pattern. The consequences are critical for evaluating design 

alternatives, for understanding the costs, and benefits of 

applying the pattern. The consequences for software often 

concern space and time trade-offs. They may address language 

and implementation issues as well. Since reuse is often a factor 

in object-oriented design, the consequences of a pattern include 

its impact on a system's flexibility, extensibility, or portability. 

III. PROPOSED TRANSLATOR DESIGN PATTERN  

If your business or service addresses an international 

audience, having a multilingual website increases your ability 

to reach your audience. Rather than reproducing the web system 

in various languages, translator pattern has a quicker way to 

create a multilingual website that will appeal to your site 

visitors wherever they may be. 
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Development  
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The translator pattern separates the system from how its 

objects is created, composed, and represented. It increases the 

system’s flexibility in terms of the what, who, how, and when 

of object creation and the data translated. Translator pattern 

encapsulate the knowledge of how the data is translated, and 

which classes a system uses, but they hide the details of how 

the instances of these classes are created and put together. 

A. Translator Design Pattern Role 

The purpose of the Translator pattern is to generate the SQL 

statement to retrieve the data from the database based on the 

language setting selected by the web users. Moreover, the 

Translator pattern use the join operation between two relations, 

one relation contains all numerical value for a given problem, 

while the text data for that problem is stored in the second 

relation. 

B. Translator Design Pattern Illustration 

Any database system solutions require data to be stored and 

manipulated in many different natural languages would benefit 

from the translator pattern. As an example, consider online 

publishing system that is store and display content of article in 

many different natural languages. There are many ways to build 

such system, as putting article content in one relation (Figure 1-

A). Alternatively, we suggest in Translator design pattern the 

structure in figure 1.B, where any relation is divided into two 

relations one for data unilingual, and the other for multilingual 

data. The beauty of this addition is that:  

unlimited number of languages, smart translation, and 

protection against duplication of content. 

C. Translator Design Pattern Design 

An important part of each pattern’s description is a Unified 

Modelling Language (UML) class diagram. UML diagram 

shows the players in the pattern. Figure 2 shows UML diagram 

for the Translator pattern. The players in the pattern are: 

1) Singleton design pattern to ensure that there is only one 

instance of a class, and that there is a global access point to that 

object. The pattern ensures that the class is instantiated only 

once and that all requests are directed to that one and only 

object. A special care should be taken in multithreading 

environments when multiple threads must access the same 

resources through the same singleton object [1]. 

2) Translator pattern provides the implementation for DML 

statement 

3) Class and class translation 

D. Translator Design Pattern Implementation 

In this sub section, we will explain the implementation of 

proposed Translator pattern using PHP language. A good 

implementation of the Translator pattern in PHP relies on the 

precise interpretation of language rules regarding construction 

and inheritance. The simple theory code for the Translator 

pattern is shown in Example 1. As shown in the example the 

Translator pattern has been built with the use of Singleton 

design pattern. The benefit of Singleton pattern, it ensures that 

only one of a class can be built and that all users are directed to 

it [3, 4]. 

 
 

 

Example 1. PHP implementation for Translator Design 

Pattern 
class Singleton{ 

 private static $_singleton; 

 private static $_connection; 

 private $connectionInfo = array(); 

 private function __construct(){ 

  //add the connection to database server 

   } 

 public static function getInstance(){ 

  if(is_null(self::$_singletone)) 

    self::$_singletone = new database(); 

  return self::$_singletone; 

 } 

} 

 
Fig. 1. Translator pattern illustration—(A) a article schema without 

applying the Translator Pattern, (B) new article schema for Translator 

Pattern 

 
Fig. 2. Translator design pattern 

 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 14, No. 3, March 2016

https://dx.doi.org/10.6084/m9.figshare.3153895 100 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



class translator extends Singleton{ 

 public $table; 

 public $t_table; 

 public $pk; 

 public $fk; 

 public $sql; 

 public function __construct(){ 

  parent::getInstance(); 

  $this->t_table = $this-

>table.'_translation'; 

  $this->fk = $this->table.'_'.$this->pk; 

 } 

 public function select(){ 

    if (empty($this->isTranslated)||$this-

>isTranslated==FALSE){ 

  $this->sql = "select * from ".$this-

>table; 

    }else{ 

  $this->sql = 'select ' .$this-

>table.'.*,'; 

  $this->sql.=$this->t_table.'.title,'; 

  $this->sql.=$this-

>t_table.'.description,'; 

  $this->sql.=$this->t_table.'.content 

from'; 

  $this->sql.=$this->t_table.'.langid 

from'; 

  $this->sql.=$this->table.' inner join 

'.$this->t_table; 

  $this->sql.=' on '.$this-

>table.'.id='.$this->fk; 

  $this->sql.=' where '; 

  $this->sql.= 

'langid.'='.$_SESSION["langid"]; 

  }  

 return $this->sql; 

 } 

      public function getById($id){ 

  $this->sql = $this->select(); 

  $this->sql.=" and " .$this-

>table.".id=". $id; 

  return $this->sql; 

 } 

} 

The translator class maintains the following instance variables: 

― table: the name of  translatable table, which contains 

mostly numerical data, 

― t_table: the name of translatable table translations, which 

offers content in several languages. The t_table attribute 

can be constructed from the main table by the translator 

constructer (line-23), just adds the suffix "_translation" at 

the table name 

― pk: the primary key of the table, 

― fk: foreign key in the translation table that refers to the 

primary key of table, . The fk attribute can be populated by 

the translator constructer. 

― sql: the SQL query generated by the translator pattern. 

The translator constructor creates a connection to the 

database server by calling the static getInstance method. 

The select method of translator generates the SQL statement 

by joining the translatable table, and of translatable table 

translations to retrieve the data based on the language that the 

user selected. In this implementation for the Translator pattern, 

the user-selected language is stored in session. 

IV. DEVELOPMENT PRACTICES 

We have already looked at some theory code and discussed 

the Translator pattern concept. It this section illustrates by 

example how to use of proposed pattern in multilingual web 

system development. The task for the example is let us say we 

wanted to develop a system for online publishing system using 

Translator pattern, as described in the “Illustration and 

Implementation” section, earlier. 

A. Database Design 

For unlimited number of languages, smart translation, 

protection against duplication of content, and the efficient use 

of translator pattern to build a publishing system, we suggest 

the following database schema. Where any relation is divided 

into two relations one for data unilingual, and the other for 

multilingual data. As example the language relation is divided 

into 2 relations, the first is language to store data unilingual, and 

language translation relation is used to store multilingual data 

(Table 1 and 2). Moreover, Table 3, 4, 5, and 6 show another 

example for storing genres of article and the article content. 

B. Presenting Language Options 

First, you will need to choose the primary language for your 

system. Primary language is the language the majority of 

content is written in.  

A multilingual system is useless without the ability to change 

languages. Often times you will find multilingual system use a 

dropdown; placed top on the page. You might also find 

switchers in the footer. Whichever pattern you go for, make sure 

that the dropdown is easy to see and access. 

In the suggested pattern, the selected language is stored in a 

session variable called langid. For example, if the selected 

language is English the value for variable 

$_SESSION["langid"] is 1, and if it is Arabic the value for  

$_SESSION["langid"] is 2; where 1 and 2 are the id of 

language (Table 1 and 2). 

C. Load the content 

In this section, we will give an examples demonstrating 

Translator pattern and describe how to use the Translator 

pattern to develop multilingual web system. The main idea 

behind this first example: retrieve the list of all articles’ genres 

based on specific language. To build the sub system for this 

example, we can observe two classes namely genres and 

translator, as shown below. The class genres is derived from 

class translator, and the class genres inherits all the member 

variables (table; t_table; pk; fk; sql) and methods (select(), and 

getById($id)) from its superclass translator. It further defines a 

variable called isTranslated, and its own constructors, as 

shown: 

 

1 

2 

3 

4 

5 

6 

7 

 

class genres extends translator { 

 public $isTranslated; 

 function __construct(){ 

  $this->tbl = "genres"; 

  $this->pk="id"; 

  $this->isTranslated = true; 

  parent::__construct();   
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8 

9 

10 

11 

12 

 } 

}  

$obj = new genres(); 

$obj->select(); 

$obj->getById(1); 

 

Line 4-6 initialize the member variables - the translatable 

table, and the primary key of translatable table. The member 

variable isTranslated is a flag indicates that the genres content 

in several languages. 

Line 7 invokes the constructor of translator that does the 

following: 

―  creates an object from the singleton pattern – get a 

connection to the database, 

―  initializes instance variables t_table to the name of 

translatable table translations, in this case t_table is 

initialized to the values “genres_translation”, 

―  Initializes instance variables fk which represents the 

relationship between translatable table and translatable 

table translations, in this case the  fk  is initialized to 

“genres-id”. 

Line 10 constructs instances $obj of the class genres, and 

line 11 invokes the method select() belonging to a class genres. 

Suppose that the user selected-languages is English (i.e. 

$_SESSION["langid"]=2), the translator pattern generate the 

following SQL statement: 

Select genres.*, genres_translation.title, 

genres_translation.description, 

genres_translation.content, 

genres_translation.langid from genres inner join  

genres_translation on genres.id = 

genres_translation. genres_id where langid =1 

Table 7 shows the result set of executing the generated 

query. As shown in the table, the result set is the content of 

genres is in English language. If the select language is Arabic, 

the Translator pattern generate the following SQL statement: 

 

select genres.*, genres_translation.title, 

genres_translation.description, 

 genres_translation.content, 

genres_translation.langid from genres inner join  

genres_translation on genres.id = 

genres_translation. genres_id  where langid =2 

Table 8 shows the result set of executing the generated 
query. As shown in the table, the result set is the content of 

genres is in Arabic language. 

For retrieve specific tuple (Line 12) the method getById(1) 

belonging to a class genres is invoked. Assuming the selected 

language is English, the translator pattern generate the 

following SQL statement: 

 

select genres.*,  genres_translation.title, 

genres_translation.description, 

genres_translation.content , 

genres_translation.langid from genres inner join  

genres_translation on genres.id = 

genres_translation. genres_id where langid =1 and 

genres.id =1 

 

Table 9 shows the result set of executing the generated 

query. . If the select language is Arabic, the Translator pattern 
generate the following SQL statement: 

select genres.*,  genres_translation.title, 

genres_translation.description, 

genres_translation.content , 

genres_translation.langid from genres inner join  

genres_translation on genres.id = 

genres_translation. genres_id where langid =2 and 

genres.id = 1 

Table 10 shows the result set of executing the generated 

query. As shown in the table, the result set is the content of 

genres is in Arabic language. 

The following shows another example to how to build 

article sub system using translator patter. 

 
1 

2 

3 

4 

5 

6 

7 

8 

9 

class article extends translator { 

 public $isTranslated; 

 function __construct(){ 

  $this->tbl = "article"; 

  $this->pk="id"; 

  $this->isTranslated = true; 

  parent::__construct();   

 } 

}  

V. CONCLUSIONS AND FUTURE WORK 

This paper has introduced and described translator design 

patterns for the development of multilingual web system. We 

have suggested new design pattern for a multi-lingual system 

where the content is written in more than one language. The 

information displayed in different languages is often the same, 

but maybe tailored for different audiences. Translator design 

patterns are mostly seen as solutions to a multi-lingual software 

design issues. The proposed translator pattern has the following 

advantages: unlimited number of languages, smart translation, 

and protection against duplication of content. 
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TABLE 9 

 LANGUAGE 

Id Code  Dir Ispublished Unicode Datecreated Lastupdate 

1 En Ltr 1  01-01-2016 00-00-

0000 

2 Ar Rtl 1  01-01-2016 00-00-

0000 

 
TABLE 8  

LANGUAGE-TRANSLATION 

Id title  description Content Language_id langid Datecreated Lastupdate 

1 English Null Null 1 1 01-01-2016 00-00-

0000 

2 Arabic Null Null 2 1 01-01-2016 00-00-

0000 

 
TABLE 7 GENRES 

Id Ispublished parentid Datecreated Lastupdate 

1 1 Null 01-01-2016 00-00-

0000 

2 1 1 01-01-2016 00-00-

0000 

0 0 1 01-01-2016 00-00-

0000 

 
TABLE 2  

GENRES-TRANSLATION 

Id title  description Content genres_id langid Datecreated Lastupdate 

1 Computers Computers Computers 1 1 01-01-2016 00-00-

0000 

-00-00 2016-01-01 2 1 الكمبيوتر الكمبيوتر الكمبيوتر 2

0000 

3 Web Web Web 2 1 01-01-2016 00-00-

0000 

-00-00 2016-01-01 2 2 ويب ويب ويب 4

0000 

5 Database Database Database 3 1 01-01-2016 00-00-

0000 

-00-00 2016-01-01 2 3 قواعد بيانات قواعد بيانات قواعد بيانات 6

0000 

 

TABLE 1  

ARTICLE 

Id genresid ispublished authorid image-path datecreated lastupdate 

1 2 1 1 /images/1/img1.jpg 01-01-

2016 

01-01-

2016 

2 3 1 1 /images/2/img2.jpg 01-01-

2016 

01-01-

2016 

 
TABLE 6  

ARTICLE-TRANSLATION 

Id title description content articleid langid datecreated lastupdate 

1 website 

design 

website 

design 

The term web design is normally used to describe the design process 

relating to the front-end (client side) design of a website including 

writing mark up. Web design partially overlaps web engineering in 

the broader scope of web development. Web designers are expected 

to have an awareness of usability and if their role involves creating 

mark-up then they are also expected to be up to date with web 

accessibility guidelines. 

1 1 01-01-

2016 

01-01-

2016 

تصميم  2

 المواقع

تصميم المواقع: هو عملية تخطيط وتنفيذ محتويات متعددة الوسائط عبر الشبكة  تصميم المواقع

للعرض على متصفحات ، بواسطة أنماط التقنيات كلغات التوصيف المناسبة الإنترنت()

 .الإنترنت أو بقية واجهات المستخدم المبنية في الإنترنت

1 2 01-01-

2016 

01-01-

2016 

 

TABLE 3 

 LIST OF ALL GENRES IN ENGLISH LANGUAGE 

Id Ispublished parentid Datecreated Lastupdate title description Content langid 

1 1 Null 01-01-2016 00-00-

0000 

Computers Computers Computers 1 

2 1 1 01-01-2016 00-00-

0000 

Web Web Web 1 

0 0 1 01-01-2016 00-00-

0000 

Database Database Database 1 

 

TABLE 4  

LIST OF ALL GENRES IN ARABIC LANGUAGE 

ID Ispublished parentid Datecreated Lastupdate title description Content langid 

1 1 Null 01-01-2016 00-00-0000 1 الكمبيوتر الكمبيوتر الكمبيوتر 

 1 ويب ويب ويب 00-00-0000 01-01-2016 1 1 2

بياناتقواعد  قواعد بيانات 00-00-0000 01-01-2016 1 0 0  1 قواعد بيانات 

 
TABLE 5  

GET THE GENRES WITH ID =1 IN ENGLISH LANGUAGE 

ID Ispublished parentid Datecreated Lastupdate title description Content langid 

1 1 Null 01-01-2016 00-00-

0000 

Computers Computers Computers 1 
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TABLE 10  

GET THE GENRES WITH ID =1 IN ARABIC LANGUAGE 

ID Ispublished parentid Datecreated Lastupdate title description Content langid 

1 1 Null 01-01-2016 00-00-

0000 

 1 الكمبيوتر الكمبيوتر الكمبيوتر
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Abstract  
 

Currently there is a variety of designs and 

Implementation of biometric especially fingerprint. There is 

currently a standard used for determining matching 

threshold, which allows vendors to skew their test results in 

their favour by using assumed figure between -1 to +1 or 

values between 1 and 100%. The research contribution in 

this research work is to formulate an equation to determine 

the threshold against which the minutia matching score will 

be compare using the features set of the finger itself which 

is devoid of assumptions. Based on the results of this 

research, it shows that the proposed design and 

development of a fingerprint-based identity verification 

system can be achieved without riding on assumptions. 

Thereby, eliminating the false rate of Acceptance and 

reduce false rate of rejection as a result of the threshold 

computation using the features of the enrolled finger. 

Further research can be carried out in the area of 

comparing matching result generated from the threshold 

assumption with the threshold computation formulated in 

this thesis.  

Keywords: Biometrics; Threshold; Matching; 

Algorithm; Scoring.  

 
I. Introduction   

  
Security issues seem to be one of the most important 

problems of contemporary computer science. One of the most 

important branches of security is identification of users. 

Identification may be required for access control to buildings 

(e.g. Library), rooms, devices or information. In case of 

computer systems we say about access to software and data. The 

basic aim of identification is to make it impossible for 

unauthorized persons to access to the specified resources [1]. 

There are generally three solutions for performing secure 

identification:  

• Token methods (something you have),  

• Memory methods (something you know).  

• Biometric methods (somebody you are).  

The token method has two significant drawbacks. 

Firstly, the token ma y be lost or stolen. A person who finds or 

steals a token may have an access to all the resources that the 

proper owner of the token was able to access, and there is no 

possibility to find out if they are the person they claim to be. 

Secondly, the token may be copied. The easiness of making a 

copy is of course different for different kinds of tokens, but it is 

always technically possible.  

Memory based methods identify people by checking 

their knowledge. The most popular memory methods are of 

course different kinds of passwords. The main drawback of this 

kind of methods is the unconscious selectivity of human 

memory. People may do their best to remember a password but 

they cannot guarantee that the information will not be forgotten. 
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Similarly to the token method when a malicious user knows a 

password it is impossible to check if they are the person they 

claim to be. The problems with token and memory-based 

methods are the main cause of increasing interest in methods of 

identification based on biometric information of a person. 

The challenges in terms of vulnerability associated 

with both token-based (e.g.  library card)  and  knowledge-based  

(e.g. personal library  number)  authentication  approach  has  

paved way  for  biometric  authentication  as  the  most  

promising authentication  technology  where  certain  services  

have  to be  restricted  to  only  authorized library users.  The  

popularity enjoyed  by  fingerprint  being  the  oldest  biometric 

authentication  approach  makes  it  more  suitable  in  this regard  

for  easier  installation  and  maintenance [2]. It has been a major 

problem for university of Ilorin to control access to resources in 

her library since it was practically difficult to screen out illegal 

users from gaining entrance into the library.  For  this  reason  

among  others,  fingerprint  technology  was proposed  as  the  

automated  access  control  technique  in this  context. This 

explains the motivation of the researcher in this study.   

Biometrics refers to the automatic identification of a 

person based on his or her physiological or behavioral 

characteristics. It includes fingerprint, iris, facial and retinal.  

Biometrics technologies are becoming the foundation of an 

extensive array of highly secure identification and personal 

verification solutions. Today, biometric is being spotlighted as 

the authentication method because of the need for reliable 

security. 

Fingerprint authentication has been in use for the 

longest time and bears more advantages than other biometrics 

[3]. The authors concluded that fingerprinting is one of the best 

known and frequently used Biometrics. In 1924, Federal Bureau 

of Investigation n (FBI) is already known to have maintained 

more than 250  million civil files of fingerprints for the purpose 

of criminal investigation and the identification of unknown 

casualties (Federal Bureau of Investigation1908-2008). Now is 

being used in numerous field including financial, medical, e-

commerce and customer application as a secure and effective 

authentication method.  

 
II. Research Objectives 

Firstly, to design a model for threshold through which minutia 

matching can be determined finger-prints. Secondly, the main 

objective of this research work is to develop a Fingerprint based 

identity verification system for library users and 

[5], concluded that in order to claim that two 

fingerprints are from the same finger, consider several factors 

which includes: 

i) Global pattern configuration agreement, 

which means that two fingerprints must be 

of the same type,  

ii) Qualitative concordance, which requires 

that the corresponding minutia details 

must be identical,  

iii) Quantitative factor, which specifies that at 

least a certain number (a minimum of 12 

according to the forensic guidelines in the 

United States) of corresponding minutia 

details must be found. 

iv) Corresponding minutia details, which 

must be identically inter-related. In 

practice, complex protocols have been 

defined for manual fingerprint matching 

and a detailed flowchart is available to 

guide fingerprint examiners in manually 

performing fingerprint matching. 

 
III. Methodology 

The proposed Fingerprint-based identity verification system, 

uses fingerprint verification. In verification, the system 

recognizes an individual by comparing his /her biometrics with 

a single-specified record in the database, making it a 1:1 

verification mapping. In general, biometric verification consists 

of two (2) stages: 

• Enrollment and  
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• Verification 

 

A. Enrolment stage 

During enrollment stage, the biometrics (fingerprint) of the 

Library user (Student, Lecturer and Registered Alumni) is 

captured by the administrator using a fingerprint reader and the 

unique features like minutia are extracted and stored in the 

database along with attributes which might not be physiological 

for later use. 

Therefore, biometric characteristic of a subject is first captured 

by a biometric scanner to produce a sample. A quality check is 

often performed to ensure that the acquired sample can be 

reliably processed by successive stages. A feature extraction 

module is then used to produce a feature set. The template 

creation module uses the feature set to produce an enrollment 

template. The proposed system then takes the enrollment 

template and stores it in the systems’ Database storage as 

shown using Algorithm in (figure 1.0), together with other 

information about the user (such as an identifier, name, gender, 

Matric number, level etc.). 

 

• Figure 1.0.Flowchart for the Enrollment 

Module. 

 
B. Verification stage 

• During verification stage, the fingerprint of the library 

user is re-captured again, the image is also checked for quality 

and the feature sets are extracted and are then compared (using 

the matching Algorithm) with the ones already stored as 

template in the database in order to determine a match. 

Verification is typically used for positive recognition, where the 

aim is to prevent multiple people from using the same identity. 

Fingerprint verification is to verify the authenticity of one 

person by his fingerprint. There is one-to-one comparison in 

this case. For the purpose of this thesis a new matching 

algorithm is proposed that will modify the Minutia-based 

matching for better performance. 

 

Furthermore, verification process is responsible for confirming 

the claim of identity of the subject. During the recognition 

phase, an identifier of the subject (such as Matric Number or 

Library ID) is provided (e.g., through a keyboard) to claim an 

identity; the biometric scanner captures the characteristic of the 

user and converts it to a sample, which is further processed by 

the feature extraction module to produce a feature set (Minutia). 

The resulting feature set is fed to the matcher, where it is 

compared against the claimed enrolled template of the user 

(retrieved from the system storage based on the user’s 

identifier).The verification process produces a match/non-

match (Verified/Non-Verified) decision by comparing the score 

and the threshold values of the fingerprint image. 
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   (3)

    (4) 

start

Perform Image Quality Check

Is image quality 
Good?

Extract Feature Set (Minutia)

yes

No

End

Is score > Threshold?No

yes

Input/Capture fingerprint Image

Compare feature set (minutia trial template) 
with stored template

Template 
Database

Display Identity not 
Verified

Display Identity Verified

 

Figure 2.0. Flowchart for the Verification Module. 

 

IV. The Proposed Matching Algorithm for the 

System. 

Fingerprint features can be analyzed at both global and local 

level. When analyzed at the global level, the fingerprint pattern 

exhibits one or more regions where the ridge lines assume 

distinctive shapes (characterized by high curvature, frequent 

termination, etc.). These regions (called singularities or singular 

regions) may be classified into three typologies: loop, delta, and 

whorl. 

Singular regions belonging to loop, delta, and whorl types are 

typically characterized by ∩, Δ, and O shapes, respectively  

[6] Several fingerprint matching algorithms pre align 

fingerprint images according to a landmark or a centre point, 

called the core. The core corresponds to the centre of the north 

most loop type singularity. For fingerprints that do not contain 

loop or whorl singularities, it is difficult to define the core. In 

these cases, the core is usually associated with the point of 

maximum ridge line curvature. Unfortunately, due to the high 

variability of fingerprint patterns, it is difficult to reliably locate 

a registration (core) point in all the fingerprint images [6]. 

 Minutiae-based matching is basically a point pattern 

matching problem that is generally intractable because it 

encounters the minutiae correspondence problem. It can be 

quite difficult to obtain the minutiae correspondence because 

the new image can be subject to transformation such as rotation, 

translation or even deformation. The location and direction 

errors of the detected minutiae as well as presence of spurious 

minutiae or absence of genuine minutiae can cause a lot of 

incongruity in the minutiae correspondence. 

 

 

Let S and L represent the stored template and the live template 

respectively in an FIVS (Fingerprint-based Identity 

Verification System). If we consider S and Las feature vectors 

then each minutia is an element of the feature vector. Each 

minutia can be described by a number of attributes such as its 

location on the image, orientation and the type. Most common 

minutiae matching algorithms consider each minutia as a 

triplet m ={x,y,θ} that indicates the x,y minutia location 

coordinates and the minutiae angle θ [5]. 

S = {m1, m2,….mm},     mi = {xi, yi, θi}, I = 1…..m           (1) 

L= {m’1, m’2,….m’n},     m’j = {xj, yj, θj},  J = 1…..n       (2) 

Where m and n denote the number of minutiae in S and L 

respectively. 

A minutia m’j in L and a minutia mi  in S are said to be 

‘matching’ if the spatial distance (sd) between them is smaller 

than a given tolerance r0 and the direction difference (dd) 

between them is smaller than an angular tolerance θ0 see the 

figure below: 

 

 
Figure3.0:  showing the two minutia S and L on a plain. 
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Equation (4) takes the minimum of    

because of the circulatory nature of the angles. The tolerance 

boxes (or hyper-spheres) defined by r0 and θ0 are required to 

accommodate the unavoidable errors made by feature extraction 

algorithms and to count for the small displacement that cause 

the minutiae position to change. 

In many algorithms, alignment of the stored and query 

templates is mandatory to maximize the number of matching 

minutiae in terms of their corresponding position and 

orientation. When two fingerprints are correctly aligned, the 

displacement (in x and y) and rotation (θ) are recovered and it 

likely to compensate other geometrical transformations: 

 

• If two fingerprint images have been taken by 

scanners operating at different resolutions then 

scaling needs to be done. 

• Other distortion-tolerant geometrical 

transformations could be useful to match minutiae 

in case one or both of the fingerprints is affected 

by severe distortions. 

 

In designing a matching algorithm, the tolerance box 

should be carefully calculated as adjustment for any other 

geometrical transformations beyond translation and rotation 

may results in additional degrees of freedom to the minutiae 

matcher thus lead to a huge number of new possible alignments 

which significantly increases the chance of incorrectly 

matching two fingerprints from different fingers. 

If map( ) is a function that maps a minutia m’2 (from 

L) into m’’j according to a given geometrical transformation; 

for example, by considering a displacement of [Δx, Δy] and a 

anticlockwise rotation θ around the origin: 

 

              

(5) 

 

 

 

   (6) 

Let mm( ) 

is an 

indicator 

function 

that 

returns 1 

in the case 

where the 

minutiae m’’j and m’i  match according to equations (3) and (4) 

 
 

 
Then the matching problem can be formulated as 

             (8) 

Where P(i) is a function that determines the pairing between L 

and S minutiae; in particular, each minutia has either exactly 

one mate in the other fingerprint or has no mate at all. 

The constraints are 

1. P(i)=j indicates that the mate of the mi in S is the minutia m’j 

in L. 

2. P(i)=null indicates that minutia mi in S has no mate in L. 

3.  A minutia m’j in L has no mate in S if P(i)≠j  i=1.....m. 

4. i=1.....m, k=1.....m, i ≠ k  P(i) ≠ P(k) or P(i) = P(k) = 

null (this means that each minutia in L is associated with a 

maximum of one minutia in S, that is P is a bijective function). 

 

Expression (8) requires that the number of minutiae mates be 

maximized, independently of how strict these mates are; in 

other words, if two minutiae comply with Equations (3) and (4), 

then their contribution to expression (8) is made independently 

of their spatial distance and of their direction difference. 

(7) 
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Alternatives to expression (8) may be introduced where the 

residual (i.e., the spatial distance and the direction difference 

between minutiae) for the optimal alignment is also taken into 

account. 

To comply with constraint (4) above, each minutia already 

mated has to be marked, to avoid mating it twice or more. Figure 

5.0 shows an example of minutiae pairing given a fingerprint 

alignment. 

 

Figure 4.0: Minutiae of L mapped into S coordinates for a given 
alignment. Minutiae of S are denoted by os, whereas minutiae 
of L are denoted by xs. Note that L minutiae are referred to as 
m”, because what is shown in the figure is their mapping into 
coordinates of S. Pairing is performed according to the 
minimum distance. The dashed circles indicate the maximum 
spatial distance. The gray circles denote successfully mated 
minutiae; minutiae m1 of S and minutiae  m”3 of L have no 
mates. Minutiae m3 and m”6 cannot be matched due to their 
large orientation difference [7]. 
 
To achieve the maximum pairing, a slightly more complicated 

scheme was adopted: in fact, incase when a minutia of L falls 

within the tolerance box of more than one minutia of S, the 

optimum assignment is that which maximizes the number of 

mates (see Figure 3.3).  

 
Figure 5.0: In this example, if m1 was mated with m’’2 (the 
closest minutiae), m2 would remain unmated; however, pairing 
m1 with m’’1, allows m2 to be mated with m’’2 , thus 
maximizing equation(8) [7]. 
 

V. Similarity score 

Unlike in manual matching performed by forensic experts 

where the number of matching minutiae is itself the main output 

of the comparison, automatic matching systems must convert 

this number into a similarity score Q. This is often performed 

by simply normalizing the number of matching minutiae (here 

denoted by k) by the average number (m + n)/2 of minutiae set 

in S and L [7]. 

 

 

 

 

 

 

However, further information can be exploited, especially in 

case of noisy images and limited overlap between S and L, to 

compute a more reliable score; in fact: 

• Minutiae quality can be used to weight differently 

reliable and unreliable minutiae pairs: the

 contribution from a pair of reliable minutiae 

should be higher than that from a pair where at 

least one the two minutiae are of low quality [8]. 

The quality of a minutia (and of a minutia pair) 

can be defined according to the fingerprint quality 

in the region where the minutia lies and/or by 

keeping into account other local information. 

• The normalization in Equation (9) tends to 

excessively penalize fingerprint pairs with partial 

overlap; a more effective normalization considers 

the number or minutiae belonging to the 

intersection of the two fingerprints after the 

optimal alignment have been determined. 

 

VI. Matching Algorithm derived from the 

formulated problem. 

For each pair of the minutia in S and L, find the translation 

and rotation parameters between the ridge associated with 

input minutia and the ridge associated with template minutiae 

and align the two minutiae patterns according to the estimated 

parameters and also the P the total number of minutia pair. 

Convert the template S and the input L patterns into the polar 

coordinate representations with respect to the corresponding 

minutia on which alignment is achieved and represent them as 

two symbolic strings by concatenating each minutia in an 

increasing order of radial angles:  

(9)

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 14, No. 3, March 2016

https://dx.doi.org/10.6084/m9.figshare.3153898 111 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



S = {m1, m2,…………mm},     mi = {xi, yi, θi},      I = 

1…..m                     

L= {m’1, m’2,…………m’n},     m’j = {xj, yj, θj},      J = 

1…..n     

wherem and n denote the number of minutiae in S and L 

respectively while x,y minutia location coordinates and the θ 

minutiae angle. 

 

Determine the tolerances both r0 and θ0for spatial distance 

(sd) and direction difference (dd) respectively 

Using the equations below determine the spatial distance (sd) 

and the direction difference (dd). 

 

 

 

 

if the sd≤ r0 and dd ≤θ0For a minutia m’jinS and mi in L 

return 1, then there is a match at that point x,y. 

else return 0  no match. 

 

 

 

count step 5 for all i= 1……..m and j= 1……n and store count 

in k, repeat steps 4 and 5 until I ,j = m,n respectively. 

Determine the matching similarity score (Q) using the 

formula: 

 

 

 

 

 

Where K = number of matching minutia, while m, n are the 

number of minutia in S and L respectively. 

 

Compute the threshold (T) that the score will be compare 

against, using the expression: 

T= Q - (C / (n+m)*0.5) 

Where C is the total number of minutia that has no match and 

is given as  C= P-K,  P is the total minutia pair on the two 

fingerprint(both match and non-match), K = number of 

matching minutia, while m, n are the number of minutia in S 

and L respectively, Q is the matching similarity score. 

If Q > T then there is a match on the fingerprint Else no-

match. 

 End. 

 

 

VII. Result 

In this interface the admin selects the categories each library 

user belongs to. 

 
Figure 7.0: showing the landing page of the fingerprint system 

for Library users 

 

A. The Enrollment Interface 

In this window, user can enroll a fingerprint or match a 

fingerprint in database. User does not need to do pre-

processing step by step (Note that before enroll/match, image 

must do image pre-processing). 
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Figure 8.0: showing successful enrolment.  

 

B. Verification Interface 

Here the user lays claim on an identity, the system captures the 

user’s fingerprint detail which is in turn verified if the claimed 

identity is right or not. It is as shown below. 

 
Figure 9.0: showing successful verification. 

C. The Audit log 

Every system should have an audit log in case of dispute 

resolution. The researcher has done justice to this. So that 

users activities can be monitored. 

 
Figure 10.0: Showing the Audit log of the system. 

 

VIII. Conclusion 

Overall, the system was designed and implemented for 

Library users using the threshold model introduced in this 

research work, which seeks to use the minutia details of the 

fingerprint to determine the threshold against which a match or 

no-match result can be generated. Instead of the conventional 

threshold method where range of +1 to -1. 

Further research can be carried out to test the usability of the 

system considering the threshold formulation introduced in 

this thesis for determining match and also compare it with 

existing matching system. 

Secondly, a multimodal biometric approach to identity 

verification can be introduced to further enhance the security 

of access to the library 
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ABSTRACT 
The present paper introduces the mathematical 

model of urea plant and suggests two methods for 

designing special purpose controllers. The first 

proposed method is PID controller and the second is 

sliding mode controller (SMC). These controllers are 

applied for a multivariable nonlinear system as a 

Urea Reactor system. The main target of the 

designed controllers is to reduce the disturbance of 

NH3 pump and CO2 compressor in order to reduce 

the pollution effect in such chemical plant. 

Simulation results of the suggested PID controller 

are compared with that of the SMC controller. 

Comparative analysis proves the effectiveness of the 

suggested SMC controller than the PID controller 

according to disturbance minimization as well as 

dynamic response. Also, the paper presents the 

results of applying SMC, while maximizing the 

production of the urea by maximizing the NH3 flow 

rate. This controller kept the reactor temperature, the 

reactor pressure, and NH3/CO2 ratio in the suitable 

operating range. Moreover, the suggested SMC 

when compared with other controllers in the 

literature shows great success in maximizing the 

production of urea. 

 

Keywords: Sliding mode controller, PID controller, 

urea reactor, Process Control, Chemical Industry, 

Adaptive controller, Nonlinearity. 

 

1. INTRODUCTION 

 

Urea synthesis is one of the most important 

industries in agriculture as a fertilizer [1-2]. Urea is  

 

 

 

 

 

generally used as a crude material in producing many 

chemical compounds including chemical solutions, 

plastics, adhesives and medical drugs.  Urea is a 

natural compound in chemical equation CO(NH2)2. 

In 1828, WOHLER discovered that urea can be 

produced from ammonia and cyanic acid in water 

solution. Since then, research on the urea preparation 

has continuously progressed [2-3]. 

In 1907, urea was produced on a limited 

industrial scale by dehydration of Cyanamid, which 

was obtained from calcium Cyanamid: 

 

CaCN2 + H2O + CO2            CaCO3 + CNNH2                                         

                                                                 (1) 

CNNH2  +  H2O                    CO (NH2) 2        (2) 

 

The first point for the industrial production of 

urea is the lab synthesis of BASAROFF [4], in which 

urea is obtained by dehydration of ammonium 

carbamate at increased pressure and temperature, the 

principle response happens in the fluid stage under 

pressure running from 13 to 25MPa. While, the 

reactor temperature is from 170 to 200◦C [5-10]. 

 

In the literature these are two suggested 

operation of reactors.  The first operation was 

proposed by Frejacques [8] which is the originally 

seniority kinetic models for Urea reactor. The 

reaction is describes as shown in equ. (3).  

 

2NH3 + CO2      NH2COONH2       (3) 

  

In Equ (3), the reaction between NH3 and CO2 

takes place under 145 bars pressure in order to form 

Urea. The urea is produced in one step reaction by 

reacting ammonia and carbon dioxide. 

The second operation was generally accepted 

among researchers up to1952.in this operation the 

urea is produced in two step reaction: first by 

reacting ammonia (NH3) and carbon dioxide (CO2), 

in gaseous phase, at high temperature (170 – 200°C), 

and high pressure (13 – 25 Mpa) (130 - 250 bars) in 

presence of ammonia carbamate (NH2COONH4) 

saturated solution in which the carbamate, in liquid 

phase is formed. This reaction is exothermic and fast. 

In the second reaction, which is endothermic and 

slow, the ammonium carbamate dehydrates to 
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produce water (H2O) and urea (NH2CONH2) [10-

15]. The reactions are described as: 

  

a- Condensation reaction 

2NH3+CO2            NH2COONH4    + Heat   

                 (4) 

b- Dehydration reaction 

 

NH2COONH4        NH2CONH2   + H2O    - 

Heat                         (5) 

    

The reactor is composed such that its volume is 

sufficiently enormous for the wanted urea 

generation. The condensation reaction is the first 

reaction that takes place in urea plant. The 

condensation is depending on Pressure of 

condensation, reactor temperature, molar ratio 

between ammonia and carbon dioxide (NH3/CO2 

ratio) and the molar ratio between water and carbon 

dioxide (H2O/CO2 ratio). The urea conversion 

increases when increasing temperature and 

NH3/CO2 ratio. To achieve the maximum urea 

conversion and reduce the pollution effect, the molar 

ratio between ammonia and carbon dioxide must be 

equal 3. The block diagram of urea synthesis process 

is shown in Fig.1. There are five stages for Urea 

synthesis plant. Synthesis stage, Recirculation stage, 

Desorption and Hydrolyzation Stage, Evaporation 

stage, and Granulation stage. 

 

 
Fig.1. Block diagram of Urea synthesis 

process. 

 

1- Synthesis Stage: 

In which condensation reaction between NH3 

and CO2 takes place under (140-146) bars pressure 

in order to form ammonium carbamate inside high 

pressure carbamate condenser (H.P.C.C). After that 

carbamate molecule loses water molecule and turns 

into urea molecule inside the reactor. The synthesis 

pressure consists of four equipment’s working under 

high pressure about 145 bars High Pressure 

Carbamate Condenser (H.P.C.C), Reactor, High 

Pressure Stripper, and High Pressure Scrubber. 

 

1-  (H.P.C.C): 

In which the first reaction between NH3 and 

CO2 both in gas phase takes place to form 

ammonium carbamate. This reaction is exothermic 

so in order to happen and continue heat produced 

from the reaction should be withdrawn. Heat is 

withdrawn by the production of low pressure steam 

about 4 bars. The equipment is a heat exchanger 

(shell and tube). The reaction happens inside the 

tubes and steam is produced in the shell side. 

Reaction between NH3 and CO2 gases doesn’t 

happen in a complete form so a part of these gases 

should be left to go to the reactor in the gas phase to 

react inside it. Carbamate in the liquid and gas phases 

flow to the reactor. 

 

2- Reactor   

Reactor is a vertical cylindrical equipment. It 

contains a number of perforated sieve trays to allow 

gases to flow through perforations and liquid to flow 

through the distance between the wall and the tray. 

The liquid and gas phases’ carbamate goes into 

reactor bottom out of the H.P.C.C and the gases 

reaction takes place first for the production of urea. 

Urea goes out of the reactor with about 35% 

concentration heading to the stripper. The reacted 

gases from reactor and inert gases goes to the 

scrubber. 

 

3-  H.P Scrubber 

The outlet reactor gases is washed by the means 

of low concentration carbamate solution from 

recirculation stage for the absorption of NH3 and 

CO2. 
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4-  High Pressure Stripper: 

Urea solution outlet reactor with concentration 

of about 35% goes to the stripper top. The rest is 

carbamate so it should be restored and directed again 

to the H.P.C.C. At the same time urea solution is 

concentrated from 35% to 57%. The stripping 

process is achieved by the counter current flow of 

CO2 gas from its compressor. 

Medium pressure steam (about 20 bars) is 

directed to the stripper shell side for the 

decomposition of carbamate and stripping it from 

urea solution using CO2. Decomposed and stripped 

gases out solution of urea goes out of the stripper top 

with the CO2 heading to the H.P.C.C. Urea solution 

comes out stripper bottom after it is concentrated to 

about 57% heading to recirculation stage with low 

pressure (about 4 bars) for completing urea 

concentration process. 

 

2- Recirculation Stage: 

After urea solution flows out of the stripper 

with concentration of about 57% the solution is 

flashed from 140 bars to 4 bars. In which the urea 

solution temperature is raised to get rid of NH3 and 

CO2 and increase urea solution to about 72%. 

Separated gases out of the solution head from 

rectifying column to the low pressure carbamate 

condenser (L.P.C.C). 

  

3-  Desorption and Hydrolyzation Stage: 

The desorption idea is based on the stripping of 

NH3 gas from diluted solution of about 5% NH3-

water using low pressure steam (about 4 bars). After 

ammonia gas is separated from ammonia water it 

flows to the reflux condenser where it is condensed 

and recycled into process again. The operation of 

hydrolyser is the same as the reactor but reversed. In 

which urea is hydrolyzed by means of 24 bars steam 

to its primary components NH3 and CO2. After that 

the outlet gases from the hydrolyser goes to the 

reflux condenser to be recycled into the process 

again. 

4-  Evaporation Stage: 

In the evaporation stage urea solution is 

concentrated from about 72% to 96%. The process 

takes place in tow equipment’s pre-evaporator and 

evaporator. Evaporation process takes place at 100°c 

in the pre-evaporator and 132°c in the evaporator and 

under vacuum about 0.3 bar abs and the process 

happens under these circumstances to reduce urea 

hydrolysis and biuret formation.  

 

5-  Granulation Stage: 

 Urea fertilizer granules are produced through 

the injection of 96% concentration urea melt into the 

granulator on a bed of urea fine granules inside it.  

The basic idea is to fluidize the fertilizer with air and 

it can be briefed as follows:- 

1- First urea solution is concentrated through 

evaporators and transformed from liquid to 

melt with 96% concentration. 

2- Urea melt is injected on a bed of urea fine 

granules where the melt is pushed with 

pressurized air called atomization air through 

small nozzles, urea melt sprays out the 

nozzles to accumulate on the fine granules of 

the bed where urea granules are shaped in the 

desired size. 

 

The flow chart of urea synthesis process is 

shown in Fig. 2. 

 

 
Fig.2. Flow chart of Urea synthesis process. 
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2. MATHEMATICAL MODEL OF UREA 

SYNTHESIS REACTOR 

 

Equations (4) and (5) will be converted as €1 

and €2 while the overall conversion as €1*€2 = €: 

 

€1= 
FC  +   FU

FCi   +   FDi   +    FUi 
     (6) 

 

€2= 
   FU

FC   +     FU 
          (7) 

 

€ = €1 * €2 = 
  FU

FCi   +   FDi   +    FUi 
  (8)   

Where, 𝐹𝑈, 𝐹𝐶 and  𝐹𝐷 are the flow rates of 

urea, carbamate and Carbone dioxide respectively. 

𝐹𝐶𝑖 , 𝐹𝐷𝑖 𝑎𝑛𝑑  𝐹𝑈𝑖, are the initial flow rate of urea, 

carbamate and carbon dioxide respectively. 

 

The flow rates of urea𝐹𝑈, carbamate𝐹𝐶, carbon 

dioxide𝐹𝐷, ammonia𝐹𝑁, water 𝐹𝐻 and total rate 𝐹𝑇 

which is the sum of all individual flow rate are 

represented as: 

 

𝐹𝑈 =  € ∗ (𝐹𝐶𝑖    +    𝐹𝐷𝑖    +     𝐹𝑈𝑖)          
       
      (9)  

 
𝐹𝐶 = (€1 − €) ∗ (𝐹𝐶𝑖    +    𝐹𝐷𝑖    +     𝐹𝑈𝑖)   

       
     (10) 

 
𝐹𝐷 = (1 −  €1) ∗ (𝐹𝐶𝑖    +    𝐹𝐷𝑖    +     𝐹𝑈𝑖)  

       
     (11) 

 
𝐹𝑁 = (𝑎 − 2€1) ∗ (𝐹𝐶𝑖    +    𝐹𝐷𝑖    +     𝐹𝑈𝑖)  

       
    (12) 

 
𝐹𝐻 = (𝑏 +  €) ∗ (𝐹𝐶𝑖    +    𝐹𝐷𝑖    +     𝐹𝑈𝑖)  

        
      (13) 

 
𝐹𝑇 = (1 + 𝑎 + 𝑏 + € − 2 ∗ €1)   

       
      (14) 

 
 

Where a and b, are ammonia and water feed ratios 

which are represented as: 

 

a =  
  FNi

FCi   +   FDi   +    FUi 
        (15) 

 

b =  
  FHi

FCi   +   FDi   +    FUi 
    (16) 

 

The rate of reactions for Co2, NH3 and Urea are 

represented as: 

 

𝑟𝐶𝑜2 = −𝑘1𝐹 ∗ (𝐶𝑑 ∗ 𝐶𝑛2 −  
𝐶𝑐

𝑘1
 )        (17) 

𝑟𝐶𝑎𝑟𝑏 =  𝑘1𝐹 ∗ (𝐶𝑑 ∗ 𝐶𝑛2 −  
𝐶𝑐

𝑘1
 ) − 𝑘2𝐹 ∗ (𝐶𝑐 −

𝐶𝑢 ∗
𝐶𝑤

𝑘2
 )      (18) 

𝑟𝑈𝑟𝑒𝑎 = 𝑘2𝐹 ∗ (𝐶𝑐 − 𝐶𝑢 
𝐶𝑤

𝑘2
 )    (19) 

 

Where, 𝑘1𝐹 and 𝑘2𝐹 are kinetic for the forward two 

urea reactions equations,   Cd, Cc, Cu are molar 

flow rates for carbon dioxide, carbamate and urea, 

𝑘1 and 𝑘2 are equilibrium constants. 

 

ki = k0 ∗ e 
−Ea

R ∗ T      (20) 

 

Saturated vapor pressure is represented by Clausius-

Clapeyron 

 

ln pNH3
s = −25.07T−1 + 56.321 ln T − 0.2625T +

1.753 ∗ 10−4T−2 − 258.139     
   (21) 
 
ln pCo2

s = −2370.26T−1 − 0.591 ln T − 1.178 ∗
10−2T + 1.598 ∗ 10−5T2 + 15.272       
     (22) 
 
ln pH2O

s = −5231.82T−1 − 6.167 ∗ 10−2 ln T −
3.291 ∗ 10−3T + 1.222 ∗ 10−6T2 + 13.183  
   (23) 
 

 The temperature must be in range 293 – 405 K in 

order to the equation (21) is true but in range 216 – 

304 K for equation (22). 

This paper presents the simulation results and 

analysis for the suggested control techniques for 

controlling the urea reactor system, applying SMC 

for increasing production, reducing the pollution 

effect and improving stability. In this paper, two 

design methods are suggested to minimize and reject 
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any disturbance applied to NH3 Pump and CO2 

compressor. The two methods are suggested to 

achieve the maximum feeding flows of NH3 and 

CO2. This goal will be keeping the molar ratio 

between ammonia and carbon dioxide equal 3 to 

reduce the unreacted NH3 and Co2, and increasing 

the urea production, the temperature of reactor and 

pressure of reactor in operating ranges. The first 

method is based on PID controller techniques. We 

have two PID controllers to minimize the disturbance 

of NH3 pump and CO2 compressor. In the first PID 

controller, when the urea system is subjected to 

disturbance due to flow rate of NH3, the reactor 

suffers from flow rate of NH3 oscillations. The PID 

controller tries to minimize and reject any internal or 

external disturbance by adjusting the NH3 pump.  

The second PID controller is used to minimized and 

reduce any disturbance due to flow rate of CO2 by 

adjusting the CO2 compressor. The second method 

is using SMC for NH3 pump and CO2 compressor. 

This paper arranged as the following. Section 2 

represent the mathematical model of urea synthesis 

reactor. Section 3 describe the suggested method PID 

controller. Section 4 describe the suggested methods 

SMC. Section 5 describe how to using SMC to 

maximize the production and reducing the pollution 

effect by maximizing the feeding flows. Section 6 

presents the simulation results obtained from the urea 

synthesis reactor. Then, a comparison analysis 

between two methods and then, a comparison 

analysis with previously related work. 

 

 

3. A SUGGEST PID CONTROLLER FOR 

REDUCING SYSTEM POLLUTION. 

 

The PID controller block diagram is shown in 

fig 3.1. PID controller used to remove any 

disturbances of NH3 Pump and CO2 compressor in 

Urea system. The controller uses the error signal e to 

produce a control signal u to control the flow through 

the NH3 pump and CO2 compressor [16-17]. The 

output control signal u(t) is described by  

 

𝑢(𝑡) = 𝐾𝑝( 𝑒(𝑡) +  
1

𝑇𝑖
∫ 𝑒(𝜏)𝑑𝜏

𝑡

0

+ 𝑇𝑑

𝑑𝑒(𝑡)

𝑑𝑡
  ) 

Or, 

𝑢(𝑡) = 𝐾𝑝 𝑒(𝑡) +  𝐾𝑖 ∫ 𝑒(𝜏)𝑑𝜏
𝑡

0

+ 𝐾𝑑

𝑑𝑒(𝑡)

𝑑𝑡
   

Where, 𝐾𝑝 is the proportional gain, 𝑇𝑖 is the integral 

time, 𝑇𝑑 is the derivative time, e(t) is the error 

signal, 𝐾𝑖  is the integral gain, and 𝐾𝑑 is derivative 

gain. 

 

 
Fig.3.1. the PID block diagram. 

 

 

4. A SUGGEST SLIDING MODE 

CONTROLLER FOR REDUCING 

SYSTEM POLLUTION. 

 

The SMC has long known as a particularly 

suitable method for nonlinear systems with 

disturbances. The principle perfect of sliding mode 

control may be on implement the movement of the 

sliding mode on predefined switching surfaces in the 

framework state space utilizing spasmodic control. 

Those discontinues surfaces or those exchanging 

pronouncement if make chosen such-and-such 

sliding movement might show wanted Progress for 

movement done understanding with specific 

execution paradigm. Those strategies of the classical 

control theory, for example, eigenvalue placement 

alternately Linear-quadratic controller (LQR) to 

straight systems, camwood make relevant will pick 

fitting exchanging surfaces. Then, the discontinuous 

control needs to be chosen such that any states 

outside of the discontinuity surface are enforced to 

reach the surface in finite time. Accordingly, sliding 

mode happens along those surface, and the 

framework takes after those fancied framework flow 

[18]. The SMC block diagram is shown in fig.3.2. 

To design the SMC, two stages are defined. 

The first stage is define a sliding surface of the 

process dynamics. The second stage is to design a 

feedback control law such any process’s trajectory 

outside the sliding surface is driven to reach the 

surface is a finite time and keep on it. The control 

u(x, t) with its respective entry 𝑢𝑖(𝑥, 𝑡) has the form  

𝑢𝑖 = {
𝑢𝑖

+ 𝑖𝑓 𝑠𝑖(𝑥) > 0

𝑢𝑖
− 𝑖𝑓 𝑠𝑖(𝑥) < 0

} 
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Where, 𝑠𝑖(𝑥) switching functions, 𝑢𝑖
+and 𝑢𝑖

− 

are continuous functions. Since 𝑠𝑖(𝑥)=0 is called a 

switching surface. 

The state trajectory under the reaching 

condition is satisfied which is called reaching mode 

[19]. 

 

Existing of sliding mode: 

Reaching Condition  

�̇� < −𝜎      𝑠𝑔𝑛 (𝑠),              𝜎 > 0 

Where, 𝜎 is positive constant. 

 

Sliding condition 

 

lim
𝑆→0+

�̇� < 0,         lim
𝑆→0−

�̇� > 0        

 

 
Fig.3.2. the block diagram of SMC. 

 

The equivalent controller is responsible for 

generating the 𝑢𝑒𝑞 for controlling the NH3 pump and 

CO2 compressor. While  𝑢ℎ  is the hitting control 

signal. The constant M is used to adjust the signal to 

be in range 0.5 to 1. The constant c is used for 

amplifying the error. So it should be more than unity, 

and not large for reducing the chattering effect [20-

21]. 

 

5. A TECHNIQUE FOR INCREASING 

UREA PRODUCTION AND REDUCING 

POLUTION EFFECT. 

 

A SMC is used to increasing the urea 

production and reducing the pollution effect. This 

goal is achieved by maximizing the flow rates of 

NH3 and CO2 while keeping the NH3/CO2 ratio to 

reducing the unreacted NH3 and CO2 to reduce the 

pollution effect. Also, the reactor pressure and 

temperature keeping in operating range. We have 

three SMCs, the first one used to control the flow rate 

of NH3, the second is used to control the CO2 flow 

rate to keep the optimal NH3/CO2 ratio, and the last 

one is used to reducing the reactor pressure and 

temperature disturbances to keeping in operating 

range. The urea production can be set by selecting 

the set point of the flow rate of NH3 controller. The 

NH3 flow rate multiply by a constant to produce the 

setpoint of CO2 flow rate. The function of CO2 flow 

rate controller is to keep the NH3/CO2 ratio by 

increased the CO2 flow rate. The amount of urea 

produced will be increased when augmented the 

setpoint of the NH3 flow rate controller.  

   

6. SIMULATION RESULTES. 

 

When the system is subjected to disturbances 

for NH3 Pump and CO2 compressor, the reactor 

suffers from NH3 and CO2 oscillations.  The PID 

and SMCs tries to remove the disturbances in NH3 

Pump and CO2 compressor. The molar ratio between 

ammonia and carbon dioxide must be equal three.  

 

 
Fig.4. Simulink block diagram of the urea 

reactor model. 

 
Nm3 

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 14, No. 3, March 2016 

https://dx.doi.org/10.6084/m9.figshare.3153901 120 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

 
Fig.5. NH3 flow rate disturbance.  

 

 
Fig.6. CO2 flow rate disturbance.  

 

 
Fig.7. Simulink block diagram of the 

suggested PID controller. 

 

The Simulink block diagram of the urea reactor 

model shown in fig.4. The disturbance of NH3 pump 

is shown in fig.5. Also, for CO2 Compressor is 

shown in fig.6. For the proposed PID controller 

shown in fig.7. It has proportional gain 𝐾𝑝 as 2.33, 

the integral gain 𝐾𝑖 as 6.67, and the derivative gain  

𝐾𝑑 as -0.048. The proposed controllers were 

suggested and tested in simulation using the matlab 

Simulink toolbox.  

 

 

 
Fig.8. NH3 pump output driven by 

 PID controller. 

 

 
Fig.9. CO2 compressor output driven 

 by PID controller. 

 

Fig.10. NH3/CO2 ratio curve driven  

by a PID controller. 
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Dynamic characteristic values. For the 

proposed PID controller. It has delay time as 0.243s, 

the rise time as 0.47s, the peak time as 1.02s, the 

overshoot percentage as 14.3%, and the settling time 

as 2.9s, NH3 flow rate is shown in fig.8. CO2 flow 

rate is shown in fig.9. The NH3/CO2 ratio is shown 

in fig.10.   

 
Fig.11. Simulink block diagram of the 

suggested SMC. 

 

 
Fig.12. NH3 pump output driven by PID 

controller.  

 

 
Fig.13. CO2 compressor output driven 

 by SMC.  

 

 
Fig.14. NH3/CO2 ratio curve driven 

 by a SMC.  

 

 
Fig. 15. Urea, NH3 and CO2 Flow Rates 

 

For the sliding mode shown in fig.11. It has 

delay time as 0.1148s, the rise time as 0.24s, the peak 

time as 0.6s, the overshoot percentage as 8.6%, and 

T(Sec) 

Nm3 
T(Sec) 

Nm3 

T(Sec) 
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the settling time as 1.86s, NH3 flow rate is shown in 

fig.12. CO2 flow rate is shown in fig.13. The 

NH3/CO2 ratio is shown in fig.14. The Urea, NH3 

and CO2 Flow Rates shown in fig.15.  

 

 PID Sliding mode 

Delay time 0.243s 0.1148s 

Rise time 0.47s 0.24s 

Peak 

time 

1.02s 0.6s 

Overshoot 

percentage 

14.3% 8.6% 

Settling 

time 

2.9s 1.86s 

Table 1. Comparative analysis between 

dynamic characteristic of PID and SMCs. 

 

 

 
Fig.16. Mole fraction of urea. 

 

 
Fig.17. Mole fraction of carbamate. 

 

 
Fig.18. Mole fraction of H2O. 

 

 
Fig.19. Mole fraction of NH3. 

 

 
Fig.20. Mole fraction of CO2 
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All previous results is shown in table 1. The 

mole fractions of urea, carbamate, H2O, NH3, and 

Co2 are shown in Figs (16- 20). Finally, the proposed 

SMC is better choice to enhance the NH3/CO2 ratio 

as well as the PID proposed. Also, the simulation of 

applying SMC to maximize the production of urea 

are represented. The setpoints of the reactor 

temperature, reactor pressure and NH3/CO2 were 

kept on 182 ºC, 145 bar and 3 respectively. When the 

setpoint which NH3 flow rate added equal 3.5, the 

NH3 flow rate was changed from 77 ton/hr to 80.5 

ton/hr. the flow rate of NH3 changed by SMC is 

shown in fig.21. The new production of urea was 

increased from 242 ton/hr to 255.01 ton/hr. The 

increment of the urea production is shown in fig.22.    

.  

 

  

 
Fig.21 .NH3 flow rate.  

 

 

 
Fig.22 .Urea solution flow rate.  

 

We have obtained an increment of 13.01 ton/hr 

of urea when increased the flow rate of NH3 from 

(77 to 80.5 ton/hr). The controlled variables (reactor 

temperature, reactor pressure, and NH3/CO2 ratio) 

are kept close to their setpoints.  The reactor 

temperature is shown in Fig.23. The reactor pressure 

is shown in fig.24.  Also, the NH3/CO2 ratio is 

shown in fig.25. So the settling time for the reactor 

temperature is 2.55 hr, for the reactor pressure is 2.56 

hr, and for the NH3/CO2 is 2.55 hr. The maximum 

peak for the reactor temperature is 0.202 ºC, for the 

reactor pressure is0.155 bar, and for the NH3/CO2 is 

0.004.  

 

 
Fig.23 . Reactor temperature.  

 

 
Fig.24 .Reactor pressure.  
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Fig .25 NH3/CO2 ratio. 

 

7. A COMPARTIVE ANALYSIS WITH 

LITERATURE. 

 

 

Since SMC is effective that PID a comparison 

analysis between SMC and literature. For O. M. 

Agudelo et al. [12], presented a model predictive 

control (MPC) to maximize the production. It is 

assumed that increase the NH3 flow rate from 72.2 

ton/hr to 80.5 ton/hr. the new production of urea was 

increased from (241.82 to 253.63) ton/hr. it is 

obtained an increment of 11.81 ton/hr. in the 

production of urea. Also the settling time for the 

reactor temperature is 14 hr, for the reactor pressure 

is   10 hr, and for the NH3/CO2 is about 14hr, The 

maximum peak for the reactor temperature is 0.3ºC , 

for the reactor pressure is  0.88 bar , and for the 

NH3/CO2 is  0.0053.[12].    

Table 2. Presents comparison analysis between 

proposed SMC and O. M. Agudelo et al. 

 

 O. M. Agudelo et al. Proposed SMC 

Urea incremented 11.81 ton/hr 13.01 ton/hr 

Maximum peak 

Reactor temperature 0.3ºC 0.202 ºC 

Reactor pressure 0.88 bar 0.155 bar 

NH3/CO2 ratio 0.0053 0.004 

Settling time 

Reactor temperature about 14hr 2.55 hr 

Reactor pressure about 11hr 2.56 hr 

NH3/CO2 ratio about 14hr 2.55 hr 

Table2: Comparative analysis with previously 

related work 

 

From table 2 the proposed SMC is better to 

increasing the production of urea, reducing the 

pollution effect, improving stability, and kept the 

variable (reactor temperature, reactor pressure, and 

NH3/CO2 ratio) on setpoints as well as the O. M. 

Agudelo et al [12]. 

 

8. CONCLUSION 

 

The kinetic model for urea synthesis reactor in 

industrial scale was developed and simulation by 

matlab Simulink toolbox in the present paper. A 

modified approach for a SMC is suggested to 

minimize the NH3 pump and CO2 compressor 

disturbances in order to reduce the pollution effect in 

such urea reactor and reduce the unreacted NH3 and 

CO2, and a PI controller was tested to compare with 

the sliding mode one. Also, the SMC was used to 

increasing the production of urea, reducing the 

pollution effect, and improving stability. This 

controller kept the reactor temperature under control 

and also the reactor pressure, and the NH3/CO2 ratio. 

The results of this controller were great and very 

good of increment the production of urea. The 

increment of the production of urea was limited by 

the maximum feeding flow capacity usually limited 

by the CO2 compressor.  
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ABSTRACT 

Transmission control protocol (TCP) 

provides a reliable data transfer in all end-

to-end data stream services on the internet. 

There are some mechanisms that TCP has 

that make it suitable for this purpose. Over 

the years, there have been modifications in 

TCP algorithms starting from the basic TCP 

that has only slow-start and congestion 

avoidance algorithm to the modifications 

and additions of new algorithms. Today, 

TCP comes in various variants which 

include TCP Tahoe, Reno, new reno, vegas, 

sack etc. Each of this TCP variant has its 

peculiarities, merits and demerits. This 

paper is a review of four TCP variants, they 

are: TCP tahoe, Reno, new reno and vegas, 

their congestion avoidance algorithms, and 

possible future research areas. 

Keywords – Transmission control 

protocol;Congestion Control; TCP Tahoe; TCP 

Reno; TCP NewReno; TCP Vegas 

1. INTRODUCTION 

Transmission control protocol (TCP) is an 

end-to-end connection-oriented, reliable, 

process-to-process, stream-oriented 

protocol. It was designed to create a virtual 

tube between two TCPs to send data. 

Reliability means ensuring that data sent 

from one host (sender) is received by the 

other host (receiver) and in a situation where 

the data gets lost in transit, there is a 

mechanism in place that informs the sender 

about it and the data is resent 

(retransmitted).Sequence number is assigned 

to each byte of data that is transmitted, 

positive acknowledgement is also needed to 

be sent back to the sender. The next byte to 

be sent to the receiver is contained in the 

acknowledgement to the sender. 

In TCP, buffers are used to store data being 

sent due to the fact that the sender and the 

receiver may not be writing and reading at 

the same speed. There is a sending buffer 

and a receiving buffer at both ends. Because 

the receiver reads data on a first come first 

serve basis, if the rate at which the sender 

writes or sends data is faster than the rate at 

which the receiver reads or receives data, 

over time, this will result to data queue 

which will eventually lead to congestion and 

data will start dropping off the queue. This 

is known as drop tail. In order to ensure this 

does not happen, both the sender and the 

receiver would have to be running at the 

same speed or there should be a mechanism 

in place to ensure there is no congestion by 

letting the sender know there is a queue 

building up, so that the sender can reduce 

the rate at which it is sending packets. TCP 

has several flow control and congestion 

control mechanisms designed to control the 

flow of data and minimize packet loss 

respectively. 
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Therefore, in this paper, various variant of 

TCP algorithms are considered and a head to 

head comparison is made to further bring 

into light the differences. 

2. CONGESTION  

Congestion usually occurs when the load on 

the network is greater than what the network 

can handle, mainly because the rate of 

sending the packets is faster than the rate of 

receiving the packets by the receiver.  

As highlighted in [1], congestion can occur 

in all areas of communication technology 

including modern telecommunication, 

computer networks, wired and wireless 

network and the internet. With the rate of 

increase in the use of these communication 

technologies, especially the internet, it has 

become imperative to look into the causes as 

well as solutions to this problem. Possible 

factors responsible for congestion as 

outlined in [1] includes: the input rate being 

equal to or exceeding the capacity of the 

output rate and also  the bookkeeping 

performances being slow to perform tasks. 

They also suggested that increasing the 

resources (bandwidth) and reducing the load 

in the network would be solutions to these 

congestion problems. 

Various researchers looked at congestion 

control from different perspectives, [2] 

reviewed congestion control mechanism in 

multimedia streaming, [3] did a comparative 

study on congestion control techniques in 

high speed network, [4] did a survey on 

congestion control for packet switched 

networks.   

One of the functions of TCP is to provide 

congestion control mechanism, the earliest 

TCP which [5] refers to as old TAHOE ( 

also known as go-back-n model) has two 

algorithms, and they are: slow start and 

congestion avoidance. Other TCP variants 

developed on the first two algorithms by 

adding fast transmission and fast recovery. 

All TCP connections start with the slow start 

phase. When a sender wants to send data, a 

flow control is imposed by the sender called 

congestion windows (cwnd), this is based on 

the sender’s assessment of perceived 

network congestion.  The receiver also 

imposes a flow control called receiver’s 

windows (rwnd), the receiver’s window has 

to do with the amount of available buffer 

space at the receiver for this connection. The 

sender considers the congestion window size 

and the receiver-advertised window. The 

minimum of these window sizes is 

considered the actual window size [6] 

2.1.SLOW START:    Slow- Start 

algorithm introduced congestion 

window (cwnd) to the sender’s TCP, 

it is used by the sender as a flow 

control mechanism [6], in other 

words it is a sender-based flow 

control.  The slow start phase starts 

with the sender sending one packet, 

thereby making the size of the 

congestion window (cwnd) one 

packet. The congestion window’s 

size increases exponentially when an 

acknowledgment of the sent 

packet(s) has been received by the 

sender [7]. A threshold is set called 

Slow-Start threshold (ssthresh), the 

essence of the threshold is to stop the 

slow-start phase. The slow-start 
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phase stops when the size of the 

window reaches the set threshold and 

the congestion avoidance phase 

begins. Slow-start does not prevent 

congestion but it prevents immediate 

congestion by making sure a sender 

does not send a large file [8] 

 

2.2. CONGESTION AVOIDANCE:  

When the window size reaches the 

set threshold, the slow-start phase 

stops and the congestion avoidance 

phase begins. Congestion avoidance 

also known as additive increase 

prevents congestion from happening 

fast by slowing down the rate of 

increase of congestion window from 

exponential increase in slow-start 

algorithm to linear increase in 

congestion avoidance algorithm. The 

result of this is that the rate of 

growth of the congestion window is 

reduced as it increases linearly by 

one segment every round trip time. 

When a packet is sent, a timer 

(retransmission timer) is set, if an 

acknowledgement is not received by 

the sender from the receiver before 

the expiration of the timer, the 

sender will assume there is 

congestion and the packet has been 

lost, thereby making the sender to 

retransmit the packet. The 

communication path (pipeline) is 

also emptied and the slow-start 

algorithm process restarts again i.e 

the cwnd is set to one segment. 

 

 

 

2.3. FAST TRANSMISSION AND 

FAST RECOVERY: There are two 

ways TCP detects congestion, they 

are: Retransmission time-out and 

three duplicate acknowledgements 

[9]. Congestion detection through 

time-out, empties the communication 

path (pipeline) by reducing the cwnd 

to one segment thereby causing a 

major cost in high band-width delay 

product links, due to this 

shortcoming, congestion avoidance 

algorithm was modified to avoid this. 

[6, 9 & 10] explained how three 

duplicate acknowledgement works 

and how it detects congestion before 

retransmission timer expires. Fast 

retransmission is a modification or 

an enhancement of congestion 

avoidance algorithm where 

congestion is detected through three 

duplicate acknowledgements. In fast 

retransmission, slow-start is not 

performed after the missing packet 

has been resent, instead, congestion 

avoidance is performed, with this, 

the communication line is not 

emptied and the whole process of 

slow-start is not restarted, this is 

known as the fast recovery 

algorithm.  

We shall start the paper by taking a brief 

look at each of the congestion avoidance 

algorithms and noting how they differ from 

each other. In the end we shall do a head to 

head comparison to further bring into light 

the differences. 
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3. TCP VARIANTS 

 

3.1. NEW TAHOE  

Early variant of TCP implemented two 

congestion control algorithms which are: 

Slow-Start and congestion avoidance 

algorithm, this variant is referred to as the 

OLD TAHOE [5], in old tahoe, congestion 

is assumed when the sender has not received 

the acknowledgement of the sent packet 

from the receiver before the retransmission 

timer expires (timeout). Due to the 

shortcomings of congestion detection 

through timeout, TCP TAHOE was 

designed, it adds a new algorithm to the 

existing congestion control algorithms (i.e. 

Slow-Start, congestion avoidance) called 

fast retransmit [5]. In tcp tahoe, congestion 

is assumed when three duplicate 

acknowledgements (Dupack) are received 

by the sender, the lost segment is 

retransmitted without waiting for the 

expiration of the retransmission timer time-

out, it thereafter resets the congestion 

window to one packet and begins slow-start. 

This causes higher utilization and 

connection throughput [11]  

 

3.2. TCP RENO  

TCP reno replaces the slow start with 

congestion avoidance by reducing the 

congestion window to one half after a lost 

packet has been retransmitted using fast 

retransmit algorithm, this prevents the 

communication path from becoming empty. 

This is achieved by adding a new algorithm 

to tcp tahoe known as fast recovery. [12, 13] 

analyzed the mechanisms of fast recovery 

algorithm explicitly, according to [13], tcp 

reno solves many of tcp tahoe’s problem. 

The problem with tcp reno is that when 

multiple packets are dropped, it will have 

performance problem, which means tcp reno 

performs well when only one packet is lost 

as it can only retransmit at most one packet. 

3.3. TCP NEW RENO 

Due to the shortcoming of TCP reno, a 

slight modification in fast recovery 

algorithm became necessary [13]. TCP reno 

works well when only one packet is lost but 

when multiple packets are lost then it will 

have performance problem, because when a 

partial acknowledgement is received by the 

sender, it brings the sender out of fast 

recovery which result in a timeout [10]. The 

result of the modification is called TCP new 

reno. The fast recovery algorithm was 

modified such that when a sender receives a 

partial ACK, it does not come out of fast 

recovery, according to [13], the sender could 

deduce whether multiple losses have 

occurred in the same window from the 

duplicate acknowledgement (dupack) 

received. Thus, TCP sender continues to 

retransmit lost segments when it receives a 

partial ACK and when it receives a full 

ACK, it sets the congestion window to the 

threshold value and invokes the congestion 

avoidance algorithm.[9] 

 

3.4. TCP VEGAS 

TCP VEGAS is a modification of TCP 

RENO, it capitalizes on the shortcoming of 
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this TCP variant, which includes its 

congestion detection and control mechanism 

that uses the loss of segment as a signal that 

there is congestion in the network. These 

modifications have made TCP VEGAS to 

achieve between 40 and 70% better 

throughput [14]. The modifications made 

are: 

1. A modified slow-start mechanism. 

2. An improved congestion avoidance 

mechanism. 

3. The use of a new retransmission 

mechanism. 

TCP Reno’s congestion detection and 

control mechanism uses the loss of segment 

as a signal that there is congestion in the 

network, it has no mechanism in place to 

detect incipient stages of congestion to 

prevent congestion, rather it reacts to it after 

it has happened, hence TCP reno is a 

reactive TCP variant. On the other hand, 

TCP vegas uses a more sophisticated 

bandwidth estimation scheme which 

attempts to avoid congestion rather than 

react to it after it has happened. To achieve 

this, TCP vegas uses a more accurate RTT 

calculation, it reads and records the system 

clock each time a segment is sent, such that 

when an ACK is received, Vegas reads the 

clock again and does the RTT calculation 

using the time and the timestamp recorded 

for the relevant segment.  Using an accurate 

RTT estimate leads to a more accurate 

calculation of the number of data packets 

that a source can send [14]. 

TCP vegas measures and controls the 

amount of extra data Δ  the connection has 

in transit, the idea is that the extra data 

would not have been sent if the bandwidth 

used by the connection exactly matched the 

available bandwidth in the network. Vegas 

maintains the right amount of extra data in 

the network. 

The extra data is the difference between the 

expected throughput rate and the actual 

throughput rate of the sent data. 

The formula for the Expected throughput is 

given by; 

 Expected = CWND / BaseRTT     [15] 

 

The CWND is the current congestion 

window size, while the BaseRTT is the 

minimum of all measured round Trip Time.  

Usually, the RTT of the first segment sent 

by the connection. 

The formula for the Actual throughput is 

given by: 

 

 Actual = CWND / RTT     [15] 

Where RTT is the round trip time of the 

current segment. 

 

TCP Vegas compares the actual throughput 

to the expected throughput and it adjusts the 

CWND accordingly. 

TCP VEGAS does not use the traditional 

slow-start mechanism because it induces 

packet losses to estimate the available 

bandwidth in the network, instead, it uses 

the difference (also known as extra data Δ) 

between the expected and the actual 

throughput rates to estimate the available 

bandwidth in the network. It increases the 

window size exponentially only every other 

return trip time (RTT). In between, the 

CWND remains fixed so that a valid 

comparison of the Expected and Actual 

sending rates can be made.  
 

Δ = (Expected –Actual) * BaseRTT       [15] 
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A threshold γ is set for the difference (Δ) 

between the expected rate and the actual rate 

such that when the difference goes above the 

threshold γ, it, reduces its CWND by one-

eighth, exits slow-start and enters the 

congestion avoidance phase[15]. 

During congestion avoidance phase in TCP 

reno, congestion window increases linearly 

after each RTT which eventually will lead to 

congestion, TCP VEGAS on the other hand 

tries to avoid the occurrence of congestion 

by not increasing continually the congestion 

window[15], it also detects incipient 

congestion by comparing the actual rate with 

the expected rate of the throughput and 

adjust the CWND accordingly.  Two 

thresholds α and β are set as constant, this is 

done to ensure that the extra data is kept in 

check. The two thresholds mean having too 

low or too much extra data in the network, 

respectively. If the difference (extra data Δ) 

is greater than β, it is considered to indicate 

incipient congestion and the CWND is 

reduced linearly during the next RTT.  If Δ is 

lesser than α, the CWND is increased 

linearly during the next RTT. If the Δ lies 

between the two thresholds (α and β), the 

CWND remains constant. 

 

        [15] 

Since TCP VEGAS does not use packet loss 

to detect congestion, it uses decrease in 

sending rate as compared to the expected 

rate. When the actual rate is too far from the 

expected rate, it increases transmissions to 

make use of the available bandwidth, but 

when the actual rate comes too close to the 

expected value, it decreases its transmission 

to avoid over saturating the bandwidth, the 

difference in the bandwidth estimation 

schemes enables TCP VEGAS to utilize the 

available bandwidth more efficiently.  

Basically, TCP reno uses two mechanisms 

to detect and retransmit lost segments. The 

first one is the retransmission timeout which 

is integrated in the original mechanism of 

the TCP specification. It uses a coarse- grain 

timer. Hence, it retransmits when a coarse 

grain timeout occurs. According to [14], the 

coarse grained timer estimation of RTT is 

not very accurate and it also causes an 

unnecessary delay. The second mechanism 

is when the sender receives and duplicate 

ACKs (n is usually 3). TCP Vegas uses fine 

grained RTT measurement, where a timeout 

period is computed for each packet. This 

ensures an accurate RTT measurement [15] 

TCP vegas achieves between 40 and 70% 

better throughput and it outperforms other 

implementations of TCP in many cases.  

TCP vegas is able to achieve an improved 

throughput not by an aggressive 

retransmission strategy where bandwidth are 

stolen away from TCP connections but by 

the effective use of the available bandwidth. 

However, in an heterogenous network where 

TCP vegas connection has to compete with 

other connections that use TCP reno, it does 

not receive a fair share of bandwidth due to 

its proactive congestion avoidance 

mechanism and the aggressive nature of 

TCP reno. Also, even though it has been 

available for a few years, it has not been 

widely adopted due to its perceived 

incompatibility with TCP reno [15]. 
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4. CONCLUSION 

TCP Tahoe, Reno and New Reno all use 

coarse grained timer to calculate their RTT, 

the RTT calculated is usually not accurate 

and causes a lot delay. They also detect 

congestion through packet loss (Loss-based 

Congestion Avoidance (LCA)), they have no 

mechanism in place to detect incipient 

stages of congestion to prevent congestion, 

rather they react to it after it has happened 

which make them reactive TCP variants. It 

became important to calculate RTT using 

fine grained timer to calculate the RTT in 

order to avoid delay and to also detect 

congestion without any loss of packets. A 

modification to TCP Reno was made and the 

result of this modification was named TCP 

Vegas. TCP Vegas implements fine-grained 

timer in RTT estimation of the 

retransmission mechanism. It gives accurate 

RTT and it doesn’t detect congestion 

through packet loss (Delay-based 

Congestion Avoidance (DCA)) this makes it 

achieve between 40 and 70% better 

throughput and it outperforms other 

implementation of TCP Variants. However, 

it has not been widely implemented for 

many reasons which include its 

incompatibility with TCP Reno. Also, TCP 

Vegas looks fine in a homogenous network 

but in a heterogeneous network where other 

TCP variants are implemented, there would 

be unfairness in the sharing of bandwidth 

due to their aggressive nature [16].   

Due to the shortcomings of TCP vegas, 

further work will be carried out on it in 

subsequent research work. 
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ABSTRACT 
A Mobile Adhoc Networks (MANETS) is an 
infrastructure less or self configuring network 
which contain a collection of mobile nodes moving 
randomly by changing their topology with limited 
resources. These Networks are prone to different 
types of attacks due to lack of central monitoring 
facility. The main aim is to inspect the effect of 
black hole attack on the network layer of MANET. 
A black hole attack is a network layer attack also 
called sequence number attack which utilizes the 
destination sequence number to claim that it has a 
shortest route to reach the destination and consumes 
all the packets forwarded by the source.  To 
diminish the effects of such attack, we have 
proposed a detection technique by using Proximity 
Set Method (PSM) that efficiently detects the 
malicious nodes in the network.  The severity of 
attack depends on the position of the malicious node 
that is near, midway or far from the source. The 
various network scenarios of MANETS with 
AODV routing protocol are simulated using NS2 
simulator to analyze the performance with and 
without the black hole attack. The performance 
parameters like PDR, delay, throughput, packet 
drop and energy consumption are measured. The 
overall throughput and PDR increases with the 
number of flows but reduces with the attack. With 
the increase in the black hole attackers, the PDR 
and throughput reduces and close to zero as the 
number of black hole nodes are maximum. The 
packet drop also increases with the attack. The 
overall delay factor varies based on the position of 
the attackers.  As the mobility varies the delay and 
packet drop increases but PDR and throughput 
decreases as the nodes moves randomly in all 
directions. Finally the simulation results gives a 
very good comparison of performance of MANETS 
with original AODV, with  black hole attack and 
applying proximity set method  for presence of 
black hole  nodes different network scenarios. 

 
KEYWORDS:  
AODV protocol, security, black hole attack, NS2 
simulator, proximity set method, performance 
parameters. 
 

1. INTRODUCTION:  
A MANET [3, 4, 5] is a self configuring network 
which contains a collection of nodes which deploys 
multiple hop packet radio service to communicate 
among themselves without any infrastructure or 
centralized control. The various applications of 
MANETs are emergency, military, battle field etc in 
which they could share surveillance data in order to 
improve the precision and efficiency of attack [5] 
and chance of survival. Due to the basic 
characteristics of MANET ‘s like node instability, 
limited computation resources, bandwidth, and 
power supply, constant topology change, distributed 
operations, and lack of centralized management, it 
is demanding for the design and implementation of 
network applications and protocols for a mobile ad-
hoc network.  These networks are vulnerable to 
several types of attacks namely active and passive 
attacks. Active attacks are those attacks which try to 
interrupt the proper functionality of the network. 
Passive attacks are very dangerous when compared 
to active attacks because it will not change or alter 
the normal functionality of network whereas the 
attackers try to listen silently or retrieve the 
important information available inside the data 
packets. The security for routing protocols [11] of 
MANET’s can be obtained mainly in two major 
ways like Prevention as well as detection and 
reaction. The instable of ad hoc networks requires 
that prevention techniques should be balanced by 
detection techniques, which observe the security 
status of the network and identify malicious 
behavior of the nodes [6]. The malicious behavior 
of a node cannot be identified easily when a set of 
nodes in MANET compromised which is a grave 
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problem. The intention of these nodes is to generate 
new routing messages to advertise non-existent 
links, to provide incorrect link state information, 
and flood other nodes with routing traffic, thus 
inflicting failure in the network[6]. The most widely 
used routing protocols in MANETs is the ad hoc 
on-demand distance vector (AODV) routing 
protocol which works on source initiated on-
demand routing protocol.  AODV is much exposed 
to the well known black hole attack [2].  
 

2. RELATED WORK 
 

In [1] the author Sumathi specified Energy based 
secure protocol E-AODV which provides data 
transfer using digital signature algorithm by 
enhancing the throughput and security and even 
though the node increases because of its Trust and 
Energy model used he proposes security 
enhancement. It is assured that using back 
propagation algorithm with gradient descent based 
learning ensures CIA triangle in the proposed E-
AODV protocol. An ANN approach is used to 
check the effectiveness of the proposed system and 
is analyzed in terms of mean square error value, 
learning rate, gradient value and finally the back 
propagation network also ensures CIA Triangle 
security in E-AODV. 
 
Christeena Joseph [3] said that when the attacker is 
near the source the impact is severe than it is 
farther. Similarly as the number of black hole 
increases, PDR and throughput decreases. This is 
due of the fact that the black hole sends the RREP 
with highest destination sequence number without 
verifying for a route in its routing table. The 
Intrusion Detection Systems (IDS) can detect 
whether the network is under an attack, notify the 
network and hence able to isolate the attacker. The 
anomaly detection system has advantage over 
signature and specification IDS is that it can detect 
unknown attacks.  
 
Senthil Murugan, the author [4] described an 
Intrusion Detection System (IDS) implemented 
using Genetic Algorithm and tested with networks 
of varied node configurations. The algorithm will be 
tested for more number of nodes and the 
performance analysis will be done in terms of 
execution time and efficiency of the algorithm as 
the node number is increased. This can be extended 

to DSDV protocol for detecting black hole to avoid 
routing through the attacker. 
 
The author [5] proposed a method by way discovery 
which is focused around AODV utilizing 
recreations created within Network Simulator to 
shield again the worm gap attacks in remote 
unprepared systems and here wormhole attack is 
caught without any stuff, area data and clock 
synchronization. At last it enhanced Packet 
Delivery Ratio, Average postponement, Packet-
misfortune, Detection-degree think about than other 
wormhole attacks.  
 
Bhakte and  Dr Rahul [6] said that security issues 
have been ignored while designing routing 
protocols for ad-hoc networks. AODV protocol is 
susceptible to many malicious attacks including 
Black Hole Attacks. The proposed protocol said 
Secure Route Discovery and Data Transmission 
from Black Hole Attacks on AODV-based Mobile 
Ad-hoc Networks is the mechanism that uses the 
cryptographic technique for securing route 
discovery and data transmission thus the packet loss 
will be reduced.  
 
In the Proposed solution the author Rahul Vasant 
Chavan [7] tried to convert Black hole node in to 
normal node, which selectively Perform black hole 
attacks by deploying IDSs System in MANETs. By 
evaluating the amount of abnormal difference 
between RREQs and RREPs transmitted from the 
node, all IDS nodes going to define malicious 
behavior in MANET, which estimates the Packet 
Threshold Value of a node which results that the 
percentage of data packet loss is better than DSR in 
presence of multiple Black hole nodes. 
 
 Gomathi .et.al [8] specifies the uniqueness in 
MANET make more susceptible than wired 
network. In this the author tried to categorize 
MANET attacks based on various characteristics 
and layer based attacks are analyzed. However 
different security mechanisms are employed to 
prevent these attacks ranging from Intrusion 
Detection System (IDS) to various cryptographic 
algorithms. 
 
C.V. Anchugam and K. Thangadurai  [9] analyzed 
the effects of black hole attack in the light of 
network load, throughput and end-to-end delay in 
MANETs and simulating the black hole attack 
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using reactive routing protocols and said that 
AODV without attack gives better result in all 
situations. The author specifies that under attack 
case system has more packet drop ratio it is always 
greater to threshold. The author designed and 
implements a security algorithm for detection of 
black hole attack based on Ad hoc On-Demand 
Distance Vector routing protocol and Ant Colony 
Algorithm.  
 
The author [10] concluded that the probability 
based algorithm provides a significant approach for 
constructing black hole free network without any 
overhead for using a separate procedure to detect a 
black hole node and then for preventing it. A 
significant improvement in all the parameters can 
be observed, PDR, E2E Delay or Throughput. This 
algorithm can be used as in other approaches 
towards black hole detection or prevention and also 
can be used to study of cooperative black hole 
attack.  
 
Nakka Nandini [12], the author described the 
redundant route method, we send the ping packet 
and find the existence of two routes, and find the 
best route among them. In another method, i.e. 
detection, prevention and reaction AODV 
(DPRAODV) by updating the threshold values and 
changing them between the sequence number and 
the RREP packets, we can prevent the black hole 
attack to some extent in the networking 
environment.  
 
The author [13] proposed the Consensus based 
algorithm helps to detect and prevent the malicious 
nodes and also provides the successful transmission 
of the packets between the nodes. This increases the 
network’s performance, routing and the throughput 
and the results are carried out using ns2. 
 
In this paper Kaur [15] propose a scheme for 
detecting black hole attack in MANETs namely 
clustering based DSR Protocol which is introducing 
clustering in the route discovery phase of DSR 
protocol. The proposed protocol is simple and 
efficient and also provides better values for packet 
drop ratio and detection rate as compared to existing 
scheme in simulation results. 
 
Rashmi, Ameeta Seehra [18] specified a light weight 
solution which is based on simple 
acknowledgement scheme to prevent black-hole 

nodes in MANET. In this the mobile check-points 
detect the presence of malicious nodes in the source 
route and with the help of intrusion detection 
system the suspected nodes are obscured from the 
network. The simulation results show that clustering 
approach is responsible for full delivery of packets 
even in presence of multiple black-hole nodes. 
 
In the paper, the author [25] projected the black 
hole detection and correction algorithm for 
MANETs (OBHDPA) which improves the 
performance of the network structure by 50 percent. 
This result has been verified using the ns-2 
simulator. The proposed solution can be applied to 
identify multiple black hole nodes, discover the 
secure paths from source to destination by 
preventing black hole problem.  
 
In [26] the author said that a black hole attack 
caused by a malicious node impersonates a 
destination node by sending forged RREP to a 
source node that initiates route discovery, and 
consequently deprives data traffic from the source 
node. The author presented a new detection method 
based on dynamically updated training data and  
analyzed the blackhole attack and introduced the 
feature in order to define the normal state of the 
network.  
 

3. EXISTING - AODV ALGORITHM 
 
Adhoc –on-demand distance vector (AODV) 
routing protocol uses an on-demand approach for 
finding routing routes, that is route is established 
only when it is required by a source node or 
transmitting data packets. It employs destination 
sequence number to identify the most recent path. 
In AODV the sender node and the intermediate 
nodes store the next hop information corresponding 
to each flow for packet data transmission [21]. In 
AODV the sender floods RouteRequest packet in 
the network where a route is not available for the 
desired receiver [3]. It may obtain multiple routes to 
different receivers from a single RouteRequest. In 
AODV it uses a receiver sequence number 
(RecSeqNum) to determine an up-to-date path to 
the receiver. A node updates its path information 
only if the RecSeqNum of the current packet 
received is greater than the last RecSeqNum stored 
at the last node[3]. 
A RouteRequest carries the sender identifier 
(SenID), the receiver identifier (RecID) , the sender 
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sequence number (SenSeqNum) , the receiver 
sequence number (RecSeqNum) , the broadcast 
identifier (BcastID), and the time to live 
(TTL).RecSeqNum indicates the freshness of the 
route  that is accepted by the sender. When an 
intermediate node receives a RouteRequest, it either 
forwards it or prepares a RouteReply if it has a valid 
route to the receiver[16]. The validity of a route at 
the intermediate is determined by comparing the 
sequence number at the intermediate node with the 
receiver sequence number in the RouteRequest 
packet. If a RouteRequest is received multiple 
times, which is indicated by the BcastID-SenID 
pair, the duplicate copies are discarded. All 
intermediate nodes having valid routes to the 
receiver, or the receiver node itself, are allowed to 
send RouteReply packets to the source.  Every 
Intermediate node, while forwarding a 
RouteRequest , enters the previous node address and 
its BcastID. A timer is used to delete this entry in 
case a RouteReply is not received before the timer 
expires. This helps in storing an active path at the 
intermediate node as AODV does not employ 
sender routing of data packets[9]. When a node 
receives a RouteReply packet, information about the 
previous node from which the packet was received 
is also stored in order to forward the data packet to 
this next node as the next hop toward the 
destination.  When a link break is detected in any 
active route RERR message is generated.    Some 
essential fields of RouteRequest, RouteReply and 
RouteError  [28] messages are 
 
Sender’s IP address 
Senders Sequence Number 
Receiver’s IP Address 
Receiver’s Sequence Number 
RouteRequest Id number 
Originator IP Address 
Originator Sequence Number 
 No. of Hops 
 Table 1 RouteRequest   
 

Table2 RouteReply 

Sender’s IP address 
remote Receiver’s IP Address 
remote Receiver’s Sequence Number 
Additional remote Receiver’s IP Address 
Additional remote Receiver’s Sequence Number 
Receivers Count 
 Table3 RouteError 
 

4. PROBLEM DESCRIPTION 
 

In MANETS’s the various routing protocols faces 
many security aspects of problems due to the 
dynamic nature and resource constraints. There are 
different types of attacks that can occur when the 
malicious node present in the network is intended to 
attack directly the data traffic and intentionally 
drops, delay or alter the data traffic passing through 
it.  One particular attack at network layer is Black 
Hole Attack which is very dangerous and active 
attacks on the MANETs[21,23]. It is formed during 
the week routing infrastructure, when a malicious 
node joins the network this problem arises. In 
detection system for ad hoc networks are extremely 
difficult due to lack of central controller, bandwidth 
limitations, and dynamic topology in mobile ad hoc 
networks. A Black Hole Attack [22] is performed 
by a single node or combination of nodes, also 
called selfish node. The method how malicious 
node fits in the data routes varies. The below Figure  
shows how black hole problem arises, here node 
“N1”  i.e sender nodewants to send data packets to 
node “N6” receiver and initiate the route discovery 
process. So if node “N4” is a malicious node then it 
will claim that it has active route to the specified 
receiver as soon as it receives RREQ packets. It will 
then send the response to node “N1” before any 
other node. In this way node “N1” will think that 
this is the active route and thus active route 
discovery is complete. Node “N1” will ignore all 
other replies and will start sending data packets to 
node “N4”. In this way the entire data packet will 
be lost consumed or lost. As an outcome, the sender 
and the receiver nodes became inefficient to 
communicate with each other. While AODV treats 
RREP messages having higher sequence number to 
be fresher, the malicious node all the time send the 
RREP having higher sequence number. So RREP 
message, once received by sender node is treated as 
new, too. The outcome is that there is a high 
probability of a malicious node effort to organize 
the black hole attack in AODV. Black hole attack 

Sender’s IP address 
Receiver’s IP Address 
Receiver’s Sequence Number 
Originator IP Address 
No. of Hops 
TTL 
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problem in MANETs could be very serious security 
problem to be resolved. 
 

 
 Figure 1 Function of malicious node 
 

5. PROXIMITY SET METHOD (PSM)- 
PROPOSED METHODOLOGY 

 
The main objective of this paper is to keep focusing 
on detecting black hole attack which can be stated 
of two types. The former type of black hole attack 
can occur when the malicious node on the pathway 
directly attacks the data transfer by purposely 
discarding, delaying or varying the data traffic 
passing through it. This type of black hole attack 
can be easily mitigated by setting the promiscuous 
form of each node and listening to see if the next 
node on the path forward the data traffic as 
expected. The other type of black hole attack is the 
attack is done on routing control traffic. The 
malicious node can act as if to be like some other 
node and advertise it having the shortest path to the 
source node whose packets it is interested in. In this 
way, this malicious node becomes a black hole 
since the data traffic is misrouted to an inaccurate 
route or destination. We developed methods to 
detect this type of routing misbehavior caused by 
black hole attack. 
We propose a proximity set-based method (PSM). 
PSM can be briefly elaborated as, once the normal 
path discovery procedure in a routing protocol is 
completed, the source node sends a special control 
packet to request the destination to send its current 
proximity set. By comparing the received proximity 
sets, the source node can determine whether there is 
a black hole attack in the network. To diminish the 
impact of the black hole attack, we design a routing 
recovery protocol which identifies the black hole or 
malicious nodes to establish the path to the correct 
destination. 
 
We use  reactive AODV protocol as the routing 
protocol in implementing proximity set method. 

Proximity set is defined as all of the nodes that are 
within the radio communication range of a node. 
Due to the dynamic rapid moment of the nodes, the 
proximity set of a node keeps changing and it is 
expected that the proximity set changes faster when 
mobility increases. The chance that two mobile 
nodes have the same proximity set at the same time 
is very small. So the proximity set provides a good 
“identity” of a node, i.e., if the two proximity sets 
received at the same time are different enough, we 
can conclude that they are generated by two 
different nodes. 
Two processes are implemented to say that 
determining proximity set of a node is a good 
identification for finding malicious node. 

• In the first process, we calculated the 
proximity set difference of one node at 
different time instants t and t +1 under 
different moving speeds and network 
density (i.e., number of nodes in the 
system),  

• In the second process, we calculated the 
proximity set difference of two different 
nodes, say node A and node B, at the same 
time. We measured the number of Nodes in 
the set by using principle of exclusion and 
inclusion set definition as (({A’s proximity 
set} U {B’s proximity set})-({A’s proximity 
set} ∩ {B’s proximity set})). 

 
Based on this proximity set information, we design 
a method to deal with the black hole attack, which 
consists of two parts: detection and response. 
 

5.1 DETECTION: 
 

In order to collect proximity set information, we 
introduce two types of control packets in the 
detection phase:  
requestproximityset(RQPS) and 
replyproximityset(RPPS). 
The packet format of RQPS is as follows: 
{srcaddr. destaddr. requestproximityseq#, nexthop 
} 
srcaddr is the IP address of the source node S 
destaddr is the IP address of the destination D.  
Each node is responsible for maintaining one 
counter: the sequence number of the RQPS, Each 
time a node sends a RQPS, requestproximityseq# 
increases by one. The sequence number in each 
node uniquely identifies the RQPS, which unicast to 
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the destination using the underlying AODV routing 
protocol. 
D or D’ (malicious node), after receiving RQPS, 
replies a message RPPS. 
 
 The message format of RPPS is as follows: 
{srcaddr, destadd, requestproximityseq#. proximity 
set} 
The first three items, i.e., srcaddr, destaddr, 
requestproximityseq#, identify to which RQPS this 
RPPS corresponds. 
Proximity set contains the current proximity set of 
D or D‘. This RPPS unicast back to S. 
There are two major steps  
 
Step 1: Collect proximity set information.  
By using AODV protocol, the source node S floods 
RREQ packets across the network to find a route to 
the destination node D. Now for each received 
RREP, S will unicast a RQPS packet, and the RQPS 
packet will go to either D or D', depending on the 
path contained in RREP. 
After D or D' receives RQPS, it will generate a 
RPPS packet, which contains its current proximity 
set, and unicast it back to S.  
 
Step 2 Determine whether there exists a black hole 
attack. 
The source node S, after receiving more than one 
RPPS packet in a certain period will start comparing 
the received proximity sets. The difference among 
the proximity sets is defined as the union of the 
received proximity sets minus the intersection of the 
proximity sets. If the difference is larger than the 
predefined threshold value, S will know that the 
current network has black hole attacks and take 
some actions to respond to it. One concern is that 
what if D' first requests the proximity set of D, and 
replies it to S? We think that it is difficult for D' to 
do so. Because D' claim D's address, D' has to use 
D's address to request D's proximity set, (otherwise, 
D’s proximity set can find that D' is a malicious). 
But D will raise an alert to this request, because it 
uses the same address of D. 
 

5.2 RESPONSE: 
 

We assume there exists a public key infrastructure, 
which S can use to authenticate D or D'. After S 
detects the black hole attack, it will use the 
cryptography-based method to authenticate D and 

D'. In this way, S can identify D, the true 
destination. 
Once D is identified, S will send a modifyrouteentry  
MRE control packet to D to form a correct path by 
modifying the routing entries of the intermediate 
nodes from S to D. We call this routing recovery 
protocol. The packet format of MRE is as follows: 
{destaddr, correctpath } 
destaddr is the IP address of D. correctpath is the 
hop by hop path from S to D.  
S can get the information correctpath from the 
received RPPS’s. After each node receives the 
MRE, it will modify its corresponding routing entry 
(identified by the IP address of D) to make its next 
hop on the path to D, instead of D'. After D receives 
MRE, a correct path has formed between S and D, 
which will make the traffic of S go to the correct 
destination. 
 

6. IMPLEMENTATION AND RESULTS: 
 
The proximity set method is implemented on 
AODV protocol and simulations are presented on 
various parameters like average end to end delay, 
throughput, packet delivery ratio, energy 
consumption analysis [1,6,10,12] etc and compared 
on original AODV without any blackhole attack, 
AODV with blackhole attack and AODV with PSM 
method. 
 
TABLE 4 SIMULATION PARAMETERS 
PARAMETER VALUE 
Simulator NS2 
Topology area 3000 X3000 
Number of mobile nodes 49 
Number of blackhole nodes 03 
Traffic type CBR-UDP 
Movement model Random way point 
Simulation time 300 seconds 
Range of transmission 100 m 
Payload of data 512 byte 
Routing protocol AODV 
Pause time 2 seconds 
 
 PDR (Packet delivery ratio): 
It can be measured as the proportion of the received 
packets by the destination nodes to the packets sent 
by the source node. This assesses the capacity of the 
protocol to convey data packets to the destination in 
the vicinity of malicious nodes. 
PDR = (received packets / packets sent) * 100  
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Energy Consumption: 
It gives the energy utilized by the node as a part of 
the network. It diminishes with black hole attacks of 
the fact that the packets transmitted between the 
source and destination gets dropped which prompts 
less transmission between the nodes. 
 
Average end-to end delay-(E2E Delay):  
The evaluation of average time taken by a packet to 
transmit  from source to destination. This parameter 
gets affected by the increase in the number of 
intermediate mobile nodes or malicious nodes. 
E2E Delay=Σ (destination reached time – sender 
sent  time) / Σ Number of connections. 
 
Throughput: Throughput is characterized as the 
effective information or data packets transmitted per 
unit time. The parameter differs specifically with 
the number of packets received and is inverse 
proportional corresponding to the end to end delay. 
Accordingly, these two are the integral variables for 
the throughput. 
 Throughput = Σ received packets /(arrived time-
send time)*packet size*time/1000 in kbps.  
 
 Several other parameters like packet transfer rate, 
Detection of malicious nodes and attack detection 
strategies are observed and compared in simulation 
process shown in the graphs below. 
 

7. SIMULATIONRESULTS  

 
Figure 2 Average Packet Delivery ratio 

 
 
Figure 3 Packet transfer rate 

                  

 
 
Figure 4 Attack detection strategies   
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Figure 5 Average throughput analyses 
           
 

 
 
Figure 6 Energy consumption analyses 
 

 
Figure 7 Average end to end delay 
 
 

 
 
Figure 8 Detection of malicious /Blackhole nodes 
 

8. CONCLUSION AND FUTURE WORK. 
 
In the paper, the Proximity set method has been to 
demonstrate the effectiveness of performance of 
various parameters discussed above by 
implementing using NS2 and results are obtained. 
Compared and observed that original AODV 
protocol without blackhole attacks gives better 
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performance than AODV by using PSM to detect 
and remove blackhole nodes which is comparatively 
more than AODV with blackhole attacks.  The PSM 
discovers a secure path for routing by preventing 
from malicious nodes. From the above shown 
simulation graphs the blackhole attacks degrades 
the performance of the network. In future, work can 
be carried out to still optimize the end to end delay 
and various parameters when compared with this 
proximity set method that may arise to increase the 
performance process on occurrence of black hole 
attack. 
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Abstract— Planning for optimal out-door wireless network 

coverage is one of the core issues in network design. This paper 

considers coverage problem in outdoor-wireless networks design 

with the main objective of proposing methods that offer near-optimal 

coverage. The study makes use of the greedy algorithms and some 

specified criteria (field strength) to find minimum number of base 

stations and access points that can be activated to provide maximum 

services (coverage) to a specified number of users. Various wireless 

network coverage planning scenarios were considered to an 

imaginary town subdivided into areas and a comprehensive 

comparison among them was done to offer desired network coverage 

that meet the objective. 

 

Keywords— greedy algorithms, outdoor-wlan, 

coverage planning, greedy algorithms, path loss.  

I. INTRODUCTION 

he use of wireless networks has drastically evolved to 

change the way the world communicates. Nowadays users 

and devices are turning toward the use of wireless 

communication technologies because of advantages such as 

easy and simple communication. Moreover, wireless 

communication technologies allow users and devices to 

conveniently access their applications and freely move from 

one point to another in a given area. 

However, owing to their seamlessly advantages, wireless 

networks are placed with such a huge demand by users and are 

therefore becoming more complex both in the design and 

maintenance. Also there are constraints such as a limited 

number of places to position masts, legal and physical on the 

limits of powers and frequencies on the location, traffic 

demand of users and economic situation [1]. 

Providing continuous, reliable, fast and low cost services are 

what competitors are trying to achieve with the design of 

wireless networks. As a result, robust and reliable wireless 

network designs are needed to meet users’ ever-rising 

demands. Proper planning and implementations of wireless 

networks are therefore very important to ensure that they are 

cost-effective to service providers and also do not compromise 

the quality of service to users. To the service providers, the 

placement of wireless access points or base stations is crucial. 

These telecommunication devices need to be adjusted, 

arranged and sometimes re-arranged to provide optimal 

coverage in a given geographical area. From the economic 

point of view, the process of optimisation should be of low 

 
 

cost with best outcomes in terms of profit. 

 

Therefore, this paper considers the planning and design of out-

door wireless networks with the goal of achieving as 

maximum coverage as possible using greedy algorithm. This 

paper is split into five sections. Sections II, III and IV include 

literature review, methodology and results and discussion 

respectively. The last section includes concluding remarks.  

 

II. LITERATURE REVIEW AND RELATED WORKS 

 

The following paragraphs provides an overview of various 

approaches in the design and optimisation of wireless 

networks. 

A. Cell and Coverage Planning 

Cell and coverage planning problems are the cores issues in 

the design of wireless network. They have to address 

fundamental requirements such as network traffic, the 

topography of the area, the specification of propagation and 

system desired capacity. This area has attracted a number of 

research works with examples being [2-4]. 

B. Manual Design and Optimization 

In most cases wireless network designs are done manually, 

either on paper, visiting the building or plots. Experienced 

engineers use their knowledge to constrain the number of 

parameters during the planning process. However, using these 

rule-of-thumbs in the designs can produce a single plan that, 

of course, is potentially feasible solution but lacks alternative 

plans to evaluate the cost and benefit of each plan as well as 

pose failure problems such as site acquisition problems which 

introduce heavy task of iteration of the plan which may cause 

degenerative plan and make the process very costly [5]. 

 

C. Automatic Design and Optimisation Techniques 

1) AP/ Base station Placement and Selection 

The problem of minimizing the number of candidate APs that 

are able to cover all users is a well-known combinatorial 

optimisation problem as studied by [6] with proposed 

optimization techniques. [7] came up with classical approach 

for coverage planning based on random search heuristics. The 

placement of base stations then is crucial to the effectiveness 

and efficiency of the network in design. The positioning of the 

base stations has to match the network requirements and 

objectives as having too few base stations risk the loss of 

service to users (unable to obtain any service) with too many 
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users trying to access the same single base station. Moreover, 

having too many base stations may create excess interference 

[7] between cells with a similar frequency (co-channel 

interference) or adjacent channel interference as well as 

incurring huge cost of installing and maintaining the 

equipment. 

 

2) Idealized Physical Layout of Wireless Network 

In the idealized model, each cell has the shape of a circle and 

perfect spherical radio propagation is assumed. The signal 

coverage of the base stations may overlap allowing the user to 

listen the signals from more than one BS. For example, a user 

in region H can listen to the signals from BSs 0, 5 and 6. The 

user then is in a good position to choose the strongest signal 

from among the BS.  

To be able to access the network, the user’s device (or 

terminal) needs to transmit or receive the radio signal of a base 

station at a reasonable amount of field strength which is in an 

adequate level.  

One of the simple ways of planning wireless network coverage 

is to have a set of possible positions of user terminals (Test 

Point, TPs), in the service area and a set of base station 

candidate sites (CS). Then a subset of candidate sites will have 

to be picked up so as to provide some network requirements 

such as coverage and capacity to all TPs. 

 

 
Fig 1 A layout of wireless network in idealized model 

 

3) Power Control 

Various studies have also looked into adjusting the 

transmission range, power control, for design a topology 

satisfying a given constraint [9]. Other researchers tried to 

create a topology that is driven by QoS using power control. 

Thompson et al [10] proposed techniques of optimization that 

focus on energy consumption of wireless networks by 

identifying major parts where power is consumed a lot and 

also suggested ways to reduce overall long-term energy 

consumption by decreasing transceiver power and upgrading 

hardware. 

D. Optimization Algorithms 

There are various approaches to coverage optimisation 

algorithms for wireless systems in the literature. In many 

works the focus has been on gradient descent [11] random 

search [12] and genetic algorithms [13]. Gradient algorithm 

seems to attract the attention because there are ways to prove 

convergence and therefore guarantees convergence under 

specific set of conditions [14]. 

 

Genetic algorithms as explained by [15] have been widely 

used in wireless network design particularly in cell planning 

[16].  

 

Hill climbing algorithms tend to generate a sequence of 

solutions to the network design problem [17]. The downside 

of these algorithms is that they tend to offer local rather than 

global optima. 

 

Simulated annealing as researched by [18] are also used as one 

of the cell planning approaches with notable examples from 

[8,19]. 

 

Another important algorithm in the optimization realm is Tabu 

search (TS). TS has been used to solve cell planning problem 

as in [7,20]. 

 

E. Greedy Algorithms 

These algorithms are best in providing the initial design for 

further development. The algorithms follow the problem-

solving approach of heuristic algorithms by making the locally 

optimum choice at each stage of evaluation in the hope of 

finding the global optimum solution [21]. The algorithm 

works by evaluating each local optimal solution at each 

looping stage, and usually without considering future 

consequences. This algorithm will not find a global optimal 

solution, but finds sub-optimal answers quickly. 

 

These algorithms have been used in various notable researches 

in cellular networks, such as [22] in cell planning, and [23] for 

channel assignment in cellular networks. 

III. METHODOLOGY 

A. Data for Experiment and Simulation 

A collection of data that was widely used by a number of 

researchers such as [24] was also employed in this work. 

B. Generic Network for Problem Description 

A model proposed by (Reininger and Caminada 1998) was 

adopted in which a network is defined within a working area 

P. Any point in P is defined by its Cartesian coordinates (x, y). 

Points within P where propagation and service information is 

available are known as Service Test Points (STP) represented 

by 

                          S= {S1, S2,..., Sns} 

 

where nS is the total number of service test points in P.  

A typical STP is represented by Si with coordinate (xi, yi) 

where 1≤i≤ nS and mesh data provided for each STP include  

 Propagation loss estimates 

 Service threshold requirements 
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Other, called engineering data, needed is a list of candidate 

sites, where BS could potentially be located. 

1) Service Requirements 

A network provides a service based upon criteria specified by 

the network operator. The nature of the expected service for a 

network defined on P is given by S, and the values associated 

with the points in S give the service threshold (in dBm) for the 

required service. The service requirement at an STP Si can be 

represented by Sqi. 

2) Propagation Losses 

The propagation loss from every candidate site to each STP 

defined on P is given by Q, where 

Q = {Q1, Q2..., Qnsites}. 

Qi contains estimates of propagation losses to each STP 

defined on P, that is, Qi contains ns propagation loss estimates 

(in dB) and Qnsites is total number of candidate sites. 

 

3) A Base Station 

The model also considers a set of base stations, B, such that: 

B= {B1, B2..., BnB} 

where nB is the total number of base stations. 

The base station would have a number of operational 

parameters to be configured. In this research only transmitting 

power (in dBm) represented as BTsj is considered. 

 

4) Received Power 

For a given base station Bj, the received field strength (power) 

at a service point Si is given by  

 

Pj (Si) = BTsj – Qj (Si)                                             (1) 

 

The power of a base station is given in dBm 

5) Cell 

A cell Cj is defined for base station Bj as the set of points such 

that:  

 

Cj = {Si: Pj (Si) ≥ Sqi and Pj (Si) > Pk (Si) V k, 1 ≤ k ≤ nB, k 

≠ j} 

 

i.e., for all points in cell Cj, Bj is the best server (provides the 

strongest signal 

C. Design Objective 

The design objective of the wireless network planning is to 

maximize coverage while minimizing number of base stations. 

The coverage objective can be modelled mathematically. It 

requires all service test points receive at least one signal above 

its threshold, i.e., for all service test points Si, it is required 

 

s

B
n

=i

ij n=μ
1

                                                (2) 

where  



 

Otherwise

CSif
=μ

ji

ij
   0

...   1
 . 

The point Si is said to be covered if it receives at least one 

signal above its service threshold in Cj by base station Bj. 

1) Objective Function and Constraints 

The objective function of the problem tries to minimize the 

number of base stations required as well as to maximize 

received signal strength (coverage) over all reception sites.  

Network coverage (Z1) as a network cost is taken as a ratio of 

number of service test points covered to the total number of 

service points. 

                  s

covered

n

n
=Z1

                                      (3) 

Now the objective function is to minimize number of base 

stations (number of subsets in B) such that their union covers 

all points in S. 

                              




B
n

Ij

Bjmin=Z2

                   (4) 

Subject to 

              Pj (Si) -Sqi>, 0<Z1≤1,  

s

B
n

=i

ij n=μ
1  

 

i is the set of possible base station positions, i = {0..., nB}. 

 

D. Algorithm Design 

 

1. FOR each base station Bj in the base station set B 

a. Base station Bj status = 0;  

2. End FOR 

3. Turn on base station 1 

4. Calculate network coverage, Old_Coverage equation 

(3) 

5. FOR base station j=2 to number of base stations, nB 

a. Base station status = 1; 

b. Calculate new network coverage, New_Coverage 

(equation 3) 

c. IF New_Coverage > Old_Coverage 

i. Base station status = 1 

ii. Set Old_Coverage = New_Coverage 

d. ELSE  

i. Set Base station status = 0 

e. END IF 

6. END FOR 

 

The algorithm evaluates the wireless network design by using 

its network coverage values. It starts by setting off all the base 

stations (in line 1(a)). The first base station is added (activated 

or switched on) to the network, in line 3. The cost of the 

network, that is, network coverage, Old_Coverage is then 

calculated using the added base station parameters. Then other 

base stations are added one by one, line 5. A new value of 

network coverage, New_Coverage will be calculated each 

time a base station is added. If the new value of the network 

coverage is much better than the previous value (improves the 

coverage of the network) after the addition of that base station, 

then the base station is kept on, otherwise it is removed 

(deactivated) or switched off, and the algorithm moves to the 
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next base station and repeating the same procedure until the 

last base station. 

E. The Greedy Algorithm Implementation 

The greedy algorithm decides which base stations are best to 

switch on. The algorithm loops through the base stations, 

which are all initially off, switching them one at a time. Each 

time a base station is switched on, the algorithm calculates the 

new solution value (network coverage ratio) with the base 

stations that are on as shown in Figure 2. 

 

1. Switch base station 1 on 

Calculate solution with base stations (1). 

               

2. Switch base station 2 on 

Calculate solution with base stations (1, 2) 

     

3. Switch base station 3 on 

Calculate solution with base stations (1, 2, 3) 

 

            ... 

 

n. Switch base station n on  

Calculate solution with base stations (1, 2, 3 ... n) 

Fig 2: 

 

IV. RESULTS AND DISCUSSION 

The following paragraphs depict the results of different 

scenarios. 

A. Scenario 1: When Threshold is Constant 

1) Threshold at -60dBm 

From Table 1, the maximum coverage occurs when threshold 

was -60dBm and BS signal strength at 60dBm, and two base 

stations (11 and 14) were off. Figure 3 depicts the coverage at 

60dBm thresholds and 60dBm base station power. 

 

 

Table 1: Results of Simulation when Threshold is constant at -

60dBm 

Thresho

ld 

(dBm) 

BS 

Signal 

Strength 

(dBm) 

Network 

Coverag

e ratio 

Base 

Station 

ON 

Users 

Covered 

-60 20 0.052 1,2,3,4,5,

6,7,8,9,1

0,12,13,1

4,15,16,1

7,18  

282 

-60 30 0.393 1,2,3,4,5,

6,7,8,9,1

0,11,12,1

2114 

3,14,15,1

6,17,18 

-60 40 0.951 1,2,3,4,5,

6,7,8,9,1

0,11,12,1

3,14,15,1

6,17,18 

5121 

-60 50 0.997 1,2,3,4,5,

6,7,8,9,1

0,11,12,1

3,15,16,1

7,18 

5366 

-60 60 0.999 1,2,3,4,5,

6,7,8,9,1

0,12,13,1

5,16,17,1

8 

5378 

 

 

 
Fig 3: Coverage planning when threshold is at -60dBm and BS 

power is at 60dBm 

 

2) Threshold at -70dBm 

 

Table 2: Results of simulation when threshold is -70dBm 

Threshol

d 

Base 

Station 

Power 

Network 

Coverage 

Ratio 

Base 

Station 

ON 

Users 

Covere

d 

-70 20 0.393 1,2,3,4,5,

6,7,8,9,10

,11,12,13,

14,15,16,

17,18  

2114 

-70 30 0.952 1,2,3,4,5,

6,7,8,9,10

,11,12,13,

5121 
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14,15,16,

17,18 

-70 40 0.997 1,2,3,4,5,

6,7,8,9,10

,11,12,13,

15,16,17,

18 

5366 

-70 50 0.999 1,2,3,4,5,

6,7,8,9,10

,12,13,15,

16,17,18 

5378 

-70 60 1 1,2,3,4,5,

6,7,8,9,10

,11,15,17 

5381 

 

From Table 2, there is a significant change of network 

coverage ratio between the first row (BS power at 20dBm) and 

the second row (BS power at 30dBm) from the 0.393 to 0.952 

with all the base stations switched on. However, the network 

ration of 1 is obtained when base station power was set to 

60dBm with five base stations switched off. Figure 4 

illustrates the scenario when BS power is at 20 in which all the 

base stations are switched, and Figure 5 shows the coverage 

planning for this scenario. 

 

 
Fig 4: Coverage planning when threshold is at -70 dBm and 

BS power is at 20dBm 

 

 
Fig 5: Coverage planning when threshold is at -70 dBm and 

BS power is at 20dBm. 

 

3) Threshold at -100 dBm 

 

Table 3: Results of simulations when threshold is at -100dBm 

Threshol

d 

Base 

Station 

Power 

Network 

Coverage 

Ratio 

Base 

Station 

ON 

Users 

Covered 

-100 20 0.999 1,2,3,4,5,

6,7,8,9,10

,12,13,15,

16,17,18 

5378 

-100 30 1 1,2,3,4,5,

6,7,8,9,10

,11,15,17 

5381 

-100 40 1 1,2,3,4,8,

9 

5381 

-100 50 1 1,2 5381 

-100 60 1 1,2 5381 

-100 80 1 1 5381 

 

It can be seen from Table 3 that, the maximum network 

coverage ratio of 1 is obtained when base stations power is 

from 30 to 80 dBm with the best case scenario at -100 dBm 

threshold and 80dBm as base station power.  

B. Scenario 2:  When base station power is constant 

1) Base stations power at 40 bBm 

 

Table 4: Results of simulations when BS power 40dBm 

Threshol

d 

Base 

Station 

Power 

Network 

Coverage 

Ratio 

Base 

Station 

ON 

Users 

Covered 

-60 40 0.951 1,2,3,4,5,

6,7,8,9,10

,11,12,13,

5121 
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14,15,16,

17,18  

-70 40 0.997 1,2,3,4,5,

6,7,8,9,10

,11,12,13,

15,16,17,

18 

5366 

-80 40 0.999 1,2,3,4,5,

6,7,8,9,10

,12,13,15,

16,17,18 

5378 

-90 40 1 1,2,3,4,5,

6,7,8,9,10

,11,15,17 

5381 

-100 40 1 1,2,3,4,8,

9 

5381 

 

In the table 3, the maximum network coverage ratios are 1 and 

were obtained when thresholds were at -90 and -100 dBm. At 

threshold of -90 dBm, five base stations are off, while at -100 

dBm, only six base stations are switched on. Figure 6 

demonstrate the network coverage at -100 dBm as threshold. 

 

 
Fig 6: Coverage planning when threshold is at -100 dBm and 

BS power is at 20dBm 

 

On interpreting the wireless network design simulations, it can 

be seen clearly how the users of the wireless network are 

distributed over the area. It can be easily observed how the 

numbers of users that connect to a particular base station vary 

as thresholds and base station power are changed. The black 

dots in the figures represent users who are not connected to 

any base station, which can be attributed by the fact that they 

don’t receive enough signals either because of the high 

threshold values or less power emitted from the base stations. 

In the scenarios in which the network coverage ratio is 1, they 

suggest that the network design objective has been met, that is 

good coverage. 

 

If figure 4 is examined, it can be seen that all base stations 

have been switched on, but the coverage is not fully. This can 

be translated into prioritization of service provision and 

delivery depending on the policy of the service providers. 

Moreover, that could also mean that the service provider 

engineers should continue adjusting network parameters to 

provide full network coverage.  

V. CONCLUSION 

 

The algorithm implemented in this work is simple and it only 

takes into account one constraint. Nevertheless, the algorithm 

performs quickly and provides good sub-optimal solutions in 

as seen from results. When it comes to designing a fully-

operational network other factors such as capacity of base 

stations, traffic demand and interference would also have to be 

considered. In that kind of environment, the algorithm 

accuracy and performance can be fully tested. In addition, 

from the results it can be seen that if the user wishes to design 

a wireless network that involves large number of base stations 

(catering for redundancy, for example) then low uniform 

powers should be assigned to base stations. 
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Abstract-This paper presents the implementation of 
CMAC network for segmentation of computed 
tomography lung slice. Representative features are 
extracted from the slice to train the CMAC 
algorithm. At the end of training, the final weights are 
stored in the database. During the testing the CMAC, 
a lung slice is presented to obtain the segmented 
image. 
Keywords: CMAC; segmentation; computed 
tomography; lung slice 

1. Introduction 
Lung nodules in human bodies indicate 

the lung abnormalities. A pulmonary nodule is the 
most common manifestation of lung cancer. Lung 
nodules are approximately spherical regions of 
relatively high density that are visible in X-ray 
images of the lung. Large malignant nodules with a 
diameter greater than 1 centimeter can be detected 
using the traditional imaging equipment easily. 
Such large nodules can be diagnosed by needle 
biopsy or bronchoscopy techniques. Imaging 
techniques are required for identifying small 
nodules. 

 Nodules can have any shape with solid, 
transparent, soft or hard. Due to all these factors, 
automatic lung nodule detection from the CT 
images is still a challenging issue. Moreover, some 
mathematical algorithms have been proposed in the 
past. They must be supported by a good radiologist 
to make effective decisions. 

Jaspinder et al., 2014, proposed a 
computer aided diagnostics (CAD) system to 
segment the lung tumor using region of interest 
(ROI) and gray level co-occurrence matrix 
(GLCM). 

Amjed et al., 2014, proposed a CAD 
system with segmentation by thresholding and 
labeling. Bhavanishankar and Sudhamani, 2015, 
provided a survey of different techniques to 
classify the lung nodules. Ramya et al., 2015, 
worked on classification of lung nodules using 
adaptive graph patch based division and developed 
feature set. 

Suresh Tripathi and Xuqiu Zhen, 2015, 
discussed the characteristics of solitary pulmonary 
nodule (SPN). 
Sudha.V, Jayashree.P, 2012, developed an efficient 
lung nodule detection system by performing nodule 

segmentation through thresholding and 
morphological operations. Regmi Meghna, and 
Wang Pei Jun, 2015, reviewed about the CT 
appearances of solitary pulmonary nodules. 
 
 

II Methods 
A. Contextual clustering (CC) for feature 
extraction  

The training (Phase-1) and testing (Phase-
2) of CMAC network requires features from the 
lung slice. In both the Phase-1 and Phase-2, 
features such as the mean of the (3X 3 window 
pixels)  9 intensity values, the summation of 9 
intensity values and the THcc obtained from CC 
algorithm for a moving overlapping window are 
given as inputs to the input layer of the CMAC 
topology. The CC segments a data into category 1 
(a0) and category 2 (a1). They are assumed to be 
drawn from the standard normal distribution. The 
following steps are adopted for implementing 
contextual clustering. 
Step 1: The decision parameter T (positive) and 
weight of neighborhood information β (positive) 
are defined. The neighborhood can be denoted by 
Nn. The data is denoted by Di. 
Step 2: The data is classified when Di >Tα to a1 
and data to a0. The classification is stored to G0 and 
G1. 
Step 3: For each data ‘i’, the number of data ui is 
counted, belonging to class ω1 in the neighborhood 
of data 'i'. The data outside the range belong to a0. 
Step 4: The data with is assigned to a1 and other 
data to a0. The classification is stored to variable 
C2. 
Step 5: If G2 ≠G1 and G2 ≠ G0, copying of G1 to 
G0, and G2 to G1 are done and returned to step 3, 
otherwise the process is stopped and returned to G2. 
 The contextual clustering is a supervised 
algorithm. An overlapping window of size (3 X 3) 
is used to scan the image for segmentation. 
Segmentation of image depends upon 1) a defined 
threshold value (Th=140) by the user which is 
based on the histogram of the original image, 2) a 
moderating parameter βi which is in the range of   
0< βi <0.5, 3) the median value, 4) the total number 
of intensity values (v) >10 inside the window, 
excluding the already identified median value.  
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Input: CT Lung image is input to CC algorithm. 
Step 1: The intensity values are sorted. 
Step 2: The median of the intensity values, Cm, 
is obtained. 
Step 3: The number of intensity values greater 
than 1 is found. 

Output: CC values are obtained using the formula. 
THcc = Median value +  X v W  

     (1) 
The contextual value THcc is calculated by the 
equation 1. The value is compared with a set 
threshold (Threshold Th=160). If the contextual 
value is less than or equal to the set threshold, then 
0 is assigned to the center of window else, 255 is 
assigned to the center of the window. The presence 
of 255 in a region in the image shows the 
segmented object. 
 
B. Cerebellar model articulation controller 
(CMAC) neural network 

An associative memory algorithm called 
CMAC artificial neural network is used for slice 
lung segmentation. Quantization is performed on a 
pattern which is presented in the input layer of the 
CMAC. In Figure 1 a CMAC architecture is 
presented. In the training and the testing process, a 
quantized pattern is presented in the input layer. A 
searching process is used in quantized space to 
obtain a different value that is used as input pattern 
for subsequent processing. Linear processing 
obtains required outputs. 
Steps involved in implementing CMAC: 
Step 1: Present a pattern. 
Step 2: Each pattern is quantized into many ranges. 
A value of  0.2 is quantized into (0.05 -0.1), (>0.1 
till 0.19), (>0.19 till <0.26). Now, different 
quantization ranges are created. The given value 
0.2 can be associate to the third range. If a value is 
0.11, then the representation can be [0, 1, 0]. 
Similarly, if the value is 0.06, then it can be 
associate with [0, 0, 1]. Also, a third value can be 
associated with equal representation. The converted 
input patterns is [0, 0, 1, 1, 0, 0, 0, 1, 0]. Linear 
processing is performed on this pattern as per the 
topology of the CMAC. 
Step 3: In the testing process, pattern from a new 
image is converted into binary representation as 
defined in Step 2. The output in the output layer is 
obtained. The output is further compared with a 
template for the required result. 

 
III. Results and discussions 

Images from lung image database 
consortium (LIDC) are used to evaluate the 
segmentation accuracy of the proposed CC / 
CMAC. LIDC has been used exclusively for 
segmentation. The LIDC Database contains a total 
of 1018 helical thoracic CT scans. The 1018 CT 
scans had been acquired from 1010 different 
patients. 

A. Precision –recall analysis 
Precision is a measure of result relevancy. 

Measure of truly relevant results returned is a  
Recall. The curve represents both high recall and 
high precision. Low false positive rate represents 
high precision. Low false negative rate represents 
high recall High scores for both presents results 
(high precision) accurate, plus a majority of all 
positive results (high recall) the classifier is 
returning. 

A system gives various results with high 
recall and low precision values, Compared to the 
training labels. Most of its predicted labels are not 
correct. It is just the opposite of a system returning 
few results with high precision and low recall, We 
see the predicted labels are correct compared to the 
training labels. An ideal system with high precision 
and high recall will return many results, with all 
results labeled correctly. 
P= TP/( TP+ FP)    (2) 
R= TP/( TP+ FN)    (3) 
F1 score represents harmonic mean (precision-
recall) 
F1= 2{(P X R)/ (P + R)}   (4) 
Where TP is the true positive in which a present 
segmentation is perfect. FP is the False Positive in 
which unwanted is incorrectly segmented. FN is the 
False Negative in which actual area is incorrectly 
segmented and TN is the True Negative in which a 
unwanted area is correctly segmented. 

Figure 2 indicates that for CMAC, as the 
recall is more precision is also more. In case of CC, 
as the recall is more precision is less. The harmonic 
mean of CC (green color) is less than that of 
CMAC ( black). This indicates that CMAC 
performs well in segmentation when compared to 
that of CC. 
 

IV. Conclusions 
This paper presents the implementation of 

CMAC network for segmentation of LIDC lung 
slice. Representative features are extracted from the 
CC algorithm to present as inputs to the CMAC 
algorithm. The input values are further quantized to 
linearly process in the forward layer of the CMAC. 
The CMAC performance in lung segmentation is 
compared with that of CC and found that CMAC 
performs better segmentation. 
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Fig.1 CMAC for Segmentation of Lung slice image 
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Fig.2 Precision-recall curve 

 

Table 4.1 Segmented results of block size 3x3 for threshold 20 to 160 
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4 

 

Lungs are visible with little 

segmentation. 

6 

 

Lungs are demarcated from the 
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Lungs are clearly visible with 
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