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Abstract— in this paper authors will discuss about (digital) 
privacy. They will try to define a new approach to defining a 
digital privacy and propose a framework for «calculating» a 
percentage of privacy in a specific case. Most important factors 
and representation of this framework will be presented. It will be 
proposed a set of concepts mostly used in this framework – 
taxonomy diagram of potentially created ontology of digital 
privacy. 

 

Keywords-privacy, digital privacy, ontology, privacy framework, 
taxonomy diagram, DPF 

 

I.  INTRODUCTION  
It seems that everyone is talking about privacy but is not 

clear what actually they are talking about.[1] Today there is no 
specific definition of privacy, there is a few dimension and 
there is a risk that, in defining process, some dimension will be 
omitted. [2] 

 
There is a few aspects from which scientific trying to 

understand a privacy. To better understanding a digital privacy, 
let’s to try understand a privacy, a term that is thousand year 
old. A term privacy is superset of term digital privacy.  

A rudiments (beginning) of privacy concept binds to Aristotle 
and 350 y. B.C.S. Aristotle was separate a public space and 
political activities (“polis”) of private and family life 
(“iokos”). [3]  
The Romans uses a forum, and Greeks uses parliament (agora) 
for political life, separate from family life.  
 
Some authors today define privacy like «the way to protect 
autonomy and the desired level of intimacy of individual».  
Autonomy means in relation with other individuals, and 

intimate means in relation with other individuals. [2] Privacy 
concerns is a desire to do not allow access to personal data to 
any others individual.[4]  
  

Authors Smith and Shao [5] observed the historical 
development of privacy through four phases: 

 

• The infancy of privacy, 

• The legal age of privacy, 

• Privacy in the technological age and 

• Privacy in information age. 

 

Previous studies concerning privacy identified a several 
factors that are considered to cover various privacy issues. 
These factors show on multidimensional term of privacy. 
Authors Ashworth and Free note that previous studies does not 
answer the question why these factors should be important to 
users. [6] 

 

After this short review of term privacy, now we can analyze 
what «online» or «digital» privacy is? 

II. DIGITAL PRIVACY 
It will be used term on-line or digital privacy in same 

mining. This kind of privacy can be defined like concerns of 
Internet users related to control the collection and use of data 
that are generated about him during his online activities or are 
collected on the Internet.[7]  

The key thing is not what a privacy is, than how to manage 
with privacy in digital age and on-line activities. According [8] 
there are a three key component for managing a user privacy: 
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• User must be informed with potential risk according 
privacy when using a on-line services 

• User must have a possibility to limit their exposure to 
others according  disclosure of personal data, 

and finally 

• Third component is a user possibilities to have control 
over their personal data after they disclose to third 
parties 

 
Author [9] highlights that online privacy  can be defined 

like control over transaction between user and others.1 

 

In this paper authors deals with a few most important 
factors which determine a digital privacy. Those factors are 
identified like a: 

 
• Vulnerability of Services that Users Use (Technology 

Vulnerability), 

• Formal or/and Informal Education of Internet Users 
(User Education), 

• Amount of Personal Data processed or provide to 
Services (Amount of Personal Data). 

and finally 

• Legislation that regulates Policy of Privacy (Legal or 
Law),  

 
 

III. DESCRIPTION OF A FACTORS  
In the following section, each of these factors will be 

described as following: 

 

A. Technology Vulnerability (TV) 
Vulnerability of used services or technology vulnerability is 

most important factor affecting the level of privacy. What is 
really meaning this term? In digital age, every user uses some 
web or internet services to facilitate his live. Internet users 
every day uses some G2C services (e-Insurance, e-Pension 
system, e-ID card, e-Banking etc...). There is a great 
possibilities that some (or all) of those services are vulnerable. 
[10] [11] That mean that using this services on vulnerable 
platform can effect on user digital privacy. The higher level of 
service vulnerability means the lower degree of privacy 
(inverse proportionality). 

 

                                                           
1 «Others» means web pages or web sites  

B. User Education (UE) 
Level of User Education has an important role in proposed 

Framework for calculating a digital privacy. This education can 
be a formal or informal. Users “must know” what they are 
doing using some web/internet services, and must be aware of 
threat on the internet. Some authors in his papers deals with 
users perception of online privacy and assessment of quality of 
e-service.[3] User education and technology knowledge will 
determine a level of digital privacy. The higher level of user 
education and technology means higher degree of privacy 
(direct proportionality). 

 

C. Amount of Personal Data (AoPD) 
The amount of Personal Data directly affects the level of 

privacy. Usually, when users using some Internet resources, 
they provide certain personal information. Sometimes among 
of these data are "sensitive" data, and very easily can identify 
the person or user of these resources. Either way, the amount of 
personal information given, at the example registering to a web 
service or an Internet resource, it is inversely proportional to 
the level of privacy. For example, if a Web service requires 
from users only an email address, it is not the same as when 
requiring name, surname, address or ID number! 

 

D. Law or Legal (L) 
In most European and World economically developed 

country, privacy is regulated by the low, regulated even and 
Constitution. User’s privacy will be guaranteed if the 
regulations in Privacy domain is at a higher level, at level rules, 
procedures and policies. This factor is directly proportional to 
level of digital privacy, increasing this factor will increases the 
level of privacy! 

IV. INTERDEPENDECE OF THE FACTORS  
 

 Now, let's try to present interdependence of the 
factors, respectively put in dependence all of those factors that 
determine the privacy: 

DEFINITION: We can say that digital privacy (DP) is a 
function depends of following parameters Law, User 
Education, Technology Vulnerability and Amount of Personal 
Data:  

 
 

 

(1) 

 
 

When these parameters are placed in dependence, formula 
will look like (2), which means that the level of the digital 
policy is directly proportional to the Law or Legal and Users 
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Education, and inversely proportional Technology 
Vulnerabilities and the Amount of Personal Data processed.  

 
 

 

(2) 

 
 

 

 

V. DIGITAL PRIVACY TAXONOMY 
 
Now we will propose digital privacy taxonomy and use an 
ontological approach to describe a framework.  

This is necessary, because the target domain are very often 
misunderstood, and ontology and taxonomy diagram are very 
good methods for better understanding and clear defining a 
problem. Another reason for this is a share common 
understanding of the structure, enable reuse of domain 
knowledge, make domain assumptions explicit and separate 
domain knowledge from the operational. [12][13] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 present an ontology graph – taxonomy diagram of 
(digital) privacy concepts. We use this classification schemes 
to make things easier to find and to add value to a group of 
objects. By adding value we mean that a classification 
(describing a group) may provide more information about the 
members of that group that is obvious from an analysis of a 
member. The ontology graph displays a domain ontology that 
matches concepts to help users determine their current 
problem. The ontology graph depicts hierarchical relations as 
arrows. [13]  The proposed taxonomy diagram consists of few 
layers.  

This hierarchical structure is top-down based.  

 

CONCLUSION AND FURTHER RESEARCH 
 

In this paper is discussed about privacy and digital privacy 
concept. The authors have identified the factors that determine 
the level of privacy and recommended a framework for digital 
privacy and taxonomy diagram for this domain.  

Next problem that authors deals in the future is how to 
make a metrics and how to measure values of these factors? 
Very good method is a Saaty`s scale.[14] Another very 
interesting problem is a digital privacy ontology and intelligent 
system in which can be “calculated” percentage of privacy 
before users start using some internet resources.   
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Abstract— This paper describes a set of tests, where different 

kinds of algorithms in order to classify fetal death causes were 

applied. In our tests, the kind of lazy and tree classification 

algorithms presented best performance. Moreover, different 

kinds of algorithms for attribute selection were employed, less 

than 13 of 48 attributes of the database were selected without 

affecting considerably the classification performance. Finally, 

since the database classes were unbalanced, a set of classification 

tests were performed with re-sampled and balanced databases. 

The classification was correct approximately with 70% and 80 % 

of accuracy with a re-sampled dataset at 50% and 100% from the 

original size of the database, respectively. 

Keywords-component: Data Mining; Fetal Death; 

Classification. 

I.  INTRODUCTION 

Many families have experienced fetal death, a phenomenon 

that has long existed, in spite of this, pertinent data are often 

disregarded or are not properly addressed. [1]. Many people 

are unaware of what causes this fatal disorder. Even medical 

personnel and expecting mothers remain unaware of prenatal-

care measures that they need to consider to prevent perinatal 

deaths. Important statistics indicate that fetal death is 

responsible for over 50% of the perinatal deaths in developed 

countries [1]. Race, advanced age, low socioeconomic status, 

diabetes mellitus , arterial hypertension , obesity , infections , 

renal failure and multiple pregnancy are all related to an 

increased risk of fetal death, is cited in [2]. 

 

In México, the National Institute of Geography, Statistics 

and Informatics (INEGI, abbreviation in Spanish) has been 

registering fetal death in databases since 1985 [3]. In our 

research, we performed data mining techniques on the INEGI 

databases in order to extract causal factors related to fetal 

death and we used them to classify causes of fetal death. 

 

Furthering our basic and medical understanding of the 

patterns present in fetal death events could be helpful in 

preventing future fetal fatalities. 

II. EXPERIMENTAL DATABASE 

Data for our research, as described in [4], were gathered 

from the Civil Records Office, the Secretary of Health, the 

Office of Judicial Affairs and from legislative studies in the 

Federal District, Mexico.  

      

The experimental database has 49 attributes with information 

on gender, fetal weight, age and occupation of the mother, 

type of abortion, perinatal care, attending health institution and 

the locality where the event occurred, to name a few. All of 

these are numerical type, except the cause of fetal death which 

is nominal type. There are 196 causes of fetal death in the 

database, labeled according to The International Classification 

of Disease. 

 

In this paper causes of fetal death were classified by using 

basic medical information: type of abortion, fetal weight, 

number of pregnancies, number of live and dead births, 

number of medical consultations, health institution where the 

pregnant was attended, extraction or expulsion of the fetus, 

gestational age, perinatal attention, skin health status and type 

of health care personnel present at the fetal-death event. The 

remaining data are related to geographical location and the 

background of the mother. In section VI, we will cite precisely 

the data used to classify the fetal death causes.  

 

In the experimental database, there were 66 classes of fetal 

death containing only one instance; 28 with only two instances 

and 14 with three. In general, 162 classes had less than 50 

instances. In order to have enough instances in the learning of 

the algorithms, our research considered those causes that had 

at least 50 instances of fetal death, resulting in 34 classes 

finally. 

III. ATTRIBUTE SELECTION PROCESS 

Attribute selection is one of the activities carried out during 

the pre-process phase of Data Mining, its goal is to identify 

and use only the relevant attributes and discard attributes 

which would not provide information during the algorithmic 

process. Attribute selection reduces the time and memory 

required for the Data Mining algorithms, thus facilitating the 

easy visualization of information as well as noise reduction 

[5]. 

 

Table 1 shows the attributes selected, one of the best in the 

tests, based on the accuracy provided by them in the 
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classification. The evaluation was performed with 

CfSubsetEval from the WEKA data-mining tool, the search 

method employed was Genetic Search. A set of genetic-search 

parameters: population values, cross probability-percentages 

and number of generations were tested. 

Although they propose relevant attributes, they can also 
discard important attributes which provide accuracy in the 
classification. Initially, all 48 attributes from the database were 
tested, lastly, the seven attributes displayed in the last two rows 
of the Table 1 and five more, were used in the classification 
tests. 

TABLE 1. ATTRIBUTES SELECTED BY THE CFSUBSETEVAL FILTER WITH 

GENETIC SEARCH. 

Population Generation Cross Attributes Selected 

1000 200 0.6 Mun_regis, Ent_ocurr, Mun_ocurr, 
Eda_prod, Pes_prod, Atn_pren, 

Anio_ocurr, Sitio_ocur, Certific, Atencion, 

Tip_abor, Pro_expu, Esc_madr, 
Cond_madr, Dia_cert,  

Violencia, Par_agre, Dis_re_oax 

1000 200 0.8 Ent_regis, Eda_prod, Pes_prod, Emba_fue, 
Ocu_part 

Sitio_ocur, Pro_expu 

2000 500 0.8 Ent_regis, Eda_prod, Pes_prod, Emba_fue, 
Ocu_part 

Sitio_ocur, Pro_expu 

 

The attribute Ent_regis refers a country state (federative 
entity) where the fetal death occured; Eda_prod refers to the 
age of the fetus at the time of death and extraction; Pes_prod is 
the fetus weight; Emba_fue refers to whether or not the 
pregnancy was normal or complicated; Ocu_part refers to 
whether or not the death occurred before or during the 
pregnancy; Sitio_ocur refers to the physical space or health 
institution where the fetal death occurred; finally, Pro_expu 
refers to the means of fetal extraction. The description of the 
remaining variables is detailed in [4]. 

IV. DATABASE RESAMPLE 

The unbalanced classes do not have the same number of 

instances, this is true for the experimental database, see Fig. I. 

These kinds of databases are more representative of real world 

machine learning applications [6]. On the other hand, the 

natural distribution frequently is not good for the learning of 

classifiers [8]. 

 
In Fig. 1, the biggest bar represents a class with 8217 

instances, the smallest bar represents a class with only 60 
instances, in general, the number of instances in each class is 
different. When the distribution of instances is not uniform, the 
resampling of the experimental database is necessary. 

A. The Resampling Filter 

In the tests, the WEKA resampling filter on the database 

was applied, this filter obtains a random subsample. In order to 

achieve balanced classes, WEKA can use a resampling with 

replacement which replicates some instances within classes, 

whenever the classes have just a few instances. Otherwise, 

modality without replacement can be used, which does not 

replicate instances. Also, supervised and unsupervised 

resamples can be used. The supervised resample requires a 

nominal class attribute, whereas the unsupervised resample 

requires a numerical class. In the experimental database, the 

class attribute called Causa_def  is nominal,  where an 

identifier for the cause of fetal death is stored using a format in 

the range {P000,…,Q999}. 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 1. UNBALANCED CLASSES OF THE FETAL DEATH DATABASE, LABELED 

WITH THE NUMBER OF INSTANCES. 

 

The Resampling filter either maintains the sample 

distribution or adjusts the class distribution toward a uniform 

distribution [9]. The parameter of this filter is 

biasToUniformClass, which accepts values in the 0-1 range, 

where 0 indicates maintain the original distribution of classes, 

and the value 1 indicates that the filter is set to obtain a new 

dataset with a uniform distribution among the classes. The 

SampleSizePercent parameter indicates the subsample size as 

a percentage of the original size, and the randomSeed 

parameter is set at a random value in order to begin the 

subsampling process. 

 

B. Subsampling the Experimental Database 

Two subsamples of the experimental database were 

obtained. In the  

TABLE 2, the parameter values used to obtain each 

subsample are shown: 

 

TABLE 2. SUBSAMPLING PARAMETERS TYPE I AND TYPE II. 

Subsampling bias randomSeed sampleSizePercent 

Type I 1 7   50% 

Type II 1 7 100% 

 

In both sub-samples, the goal was to obtain a dataset with 
uniform distribution from the database. The Type-I subsample 
was set at 50% of the original database size, and the Type-II 
subsample was set at the original database size (100%). In Fig. 
2 , the distribution for the Type-I subsample is shown. 
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Fig. 1 shows the class size represented by the cause “other 
specified conditions originating in the perinatal period”, it is 
graphed on the right side bar, and this class is identified with 
P968 label in the database, which has the greatest number of 
instances, 8217.  

 

 

 

 

 

 

 

FIG. 2. DISTRIBUTION OF SUBSAMPLE SET AT 50% OF THE ORIGINAL 

DATABASE SIZE. 

 

In Fig. 2, the P968 class in this subsample has only 303 
instances; the subsample has a total of 10919 instances for all 
classes. Some classes, like the P968, were subsampled, in other 
words, many instances were ignored in order to approach a 
uniform distribution. On the other hand, many occurrences 
were oversampled, like the P031 class, represented in the first 
bar on the left side of Fig. 2, which contains 347 instances, but 
had only 60 originally. In this situation, the occurrences are 
replicated in order to approximate to uniform distribution. 

 

 

 

 

 

FIG. 3. DISTRIBUTION OF RE-SAMPLING AT 100% SIZE. 

 

In Type-II resampling, the original database size with 28838 

instances was sought, uniform distribution approximately was 

obtained, as can be seen in Fig. 3. In the classification 

algorithms, both resamples were used. Classifier performance 

results are shown in section VI. 

 

V. CLASSIFICATION ALGORITHMS 

 

The goal of classification is to establish a class-attribute 

model as a value function based on the other attributes, the 

target is: unknown samples must be assigned to a class in the 

most precise manner possible. 

 

Different kinds of classification algorithms were applied on 

the experimental database. The k-NN and the Random Forest 

classifiers had a better accuracy in the classification of fetal 

death causes. 

 

 

 

A. kNN, the k  Nearest Neighbors 

 

The Nearest Neighbor algorithm, well known as kNN, is 

often preferred in classification tasks because of its simplicity. 

The k-NN bases were proposed by Fix and Hodges in  [10]. 

 

The kNN algorithm needs basically three things in order to 

classify the unknown sample: a stored dataset, a distance 

metric and the k number of the nearest-neighbor. In order to 

classify the unknown sample, the distance to each sample in 

the stored dataset is computed, the k nearest neighbors to the 

unknown sample are identified and the predominant class in 

them will be used to label the unknown sample. 

 

B. Random Forest 

 

The Random Forest is an algorithm that uses decision  trees 

to perform classification. Decision trees are considered good 

classifiers because of their quick execution. However, they 

cannot fully adapt the data complexity while maintaining 

accuracy in the test data. Tim Kam Ho from Bell laboratories 

proposed a method called Random Forest [11] based in 

decision trees. The Random Forest method is based on tree 

classifiers with an expandible capacity for training and test 

data. Random Forest builds a tree set by using a subset of 

features randomly selected for each node. The trees with 

different subsets of features can generalize the classification in 

a complementary way, and this combined classification, 

leading to general improvement. 
 

VI. EXPERIMENTAL TESTS 

 

In this section, the experimental tests using Type I and 

Type II resampling were performed, see the  

TABLE 2. The algorithms with the best performance in the 

classification task were the kNN and Random Forest. A set of 

algorithms were tested like J48, Random Tree, MLP, SM, to 

name a few, underperforming in respect to the two best; we 

have taken only the BayesNet to show its performance. In the 

tests, the ten-fold cross validation was applied. 
 

TABLE 3. CLASSIFICATION USING 48 ATTRIBUTES. 

Resample Algorithm Time to build the 

model (seconds) 

% Correct 

Classification 

Tipo I kNN  0.01  67.47  

Random Forest 12.07  69.26  

BayesNet   0.53  18.60  

Tipo II kNN    0.01  81.25 

Random Forest   5.32 81.84 

BayesNet   0.85 24.25 

 

The Table 3 shows that when resampling type I is done, 

better classification is obtained by the Random forest 
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(69.26%), however time to build the model in WEKA is 

bigger than kNN (67.47%). On the other hand, BayesNet 

shows poor performance. Random Forest and kNN show 

similar performance, however kNN is the easy one to work. 

Algorithms using Type II resample, showed a better 

performance in 10%, this is because the resample was done at 

100% in respect to the original size, and this means many 

classes were over-sampled with repeated data, making the data 

more predictable. 

 

Results for 12 attributes tested are showed in Table 4. Here 

are included seven attributes from Table 1 (second row) and 

five more: Edo_piel, Tipo_Abor, Violencia, Eda_madr y 

Ocu_madr. These latter attributes were added because were 

suggested by Ranker selector algorithm and they contain data 

directly related with the patient and fetus. 

TABLE 4. CLASSIFICATION USING 12 ATTRIBUTES. 

Resample Algorithm Time to build the 

model (seconds) 

% Correct 

Classification 

Tipo I kNN 0.02 68.84 

Random Forest 1.44 68.54 

BayesNet 0.22  16.62 

Tipo II kNN 0.01 81.50 

Random Forest 3.27 81.38 

BayesNet 0.18 21.40 

 

Test using the seven attributes showed in Table 1 were 

done, the results are showed in Table 5. Algorithm kNN and 

Random Forest show similar behavior using seven attributes, 

however, kNN is slightly better. The algorithms performance is 

acceptable, taking in consideration 34 classes. It needed to 

have in mind that with larger classes or attributes, complexity 

is increased [12].  

 

TABLE 5. CLASIFICATION USING SEVEN ATTIBUTES 

Remuestreo Algorithm Time to build the 

model (seconds) 

% Correct 

Classification 

Tipo I kNN 0.01 64.48 

Random Forest 1.59 63.62 

BayesNet 0.07  16.38 

Tipo II kNN 0.01 75.04 

Random Forest 2.62 74.08 

BayesNet 0.17 20.92 

 

The accuracy of classification was near to 70% with 

resample type I, and close to 80% with type II using 12 

attributes. No difference was found with results from Table 3 

where 48 attributes were used. The use of the five attributes 

proposed by the Ranker selector algorithm, improve the 

accuracy in the classification above 4%.  

VII. CONCLUSIONS 

In this work a set of tests that employed different kind of 

algorithms in order to classify fetal-death evets were applied. 

Based on experiments is possible to determinate, with the 

accuracy reported here, the cause of fetal death taking in 

consideration fetus weight, fetus age, type of pregnancy, skin 

status of the mother, mother occupation, familiar violence, 

relationship aggressive, mother age, abort type, state of the 

country (entity) and the physical space where the fatal event 

occurred.  

In classification task, algorithms Random Forest and kNN 

showed good performance with resample type II, being the 

kNN slightly better. With 12 attributes and using resample type 

I were obtained accuracy close to 70% and type II close to 

80%.  

In future research we will mix attributes proposed by 

selectors additional to the Genetic Search and Ranker. We will 

search reduce the dependency of geographical data like Entity 

(Ent_ocur) and Places (Sitio_ocur), in order to use exclusively 

biometrical data during the classification. 
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Abstract—Bantul regency already has 44.778 SMI (Small And 
Medium Industries) group and partially of these have blog or 
website, which is used specifically to market SMI  products, but 
Its has not had a special web merchants to market their products, 
to help SMI Organization field of domestic trade be required 
obtain information and for product marketing SMI merchants. 
Its requires the modeling and design of e-commerce systems in 
the hope can be used as a reference for building e-commerce 
systems. Data were collected by library research, interview and 
observation. Modeling and design stage includes data search, 
analysis, modeling and design-making system with methods of 
Zachman framework and models of linear sequential process. 
The research resulted in the modeling and design of e-commerce 
system with the goal after the system is built and the SMI 
Organization received the required information. The test results 
can be recommended to the field of trade with the test value for 
100% testing analysis and for testing usability testing to the 
respondent buyers value the value 3.1, SMI merchants 3.3 and 
employees of value 3. Indicate satisfaction or user acceptance. 

Keywords-E-commerce System; Zachman Framework; SMI 

I.  INTRODUCTION  

The development of information and communication 
technology today has boomed. With advances in technology 
and information, company or organization doing business to 
improve the quality and competitiveness are supported by 
information and communication technologies. 

E-commerce is the buying, selling and marketing goods 
and services through electronic systems. Many convenience 
gained from e-commerce one does not need to hold 
merchandise traders in the market due to the use of e-
commerce merchants simply upload wares. Goods are 
uploaded can be viewed by potential buyers from different 
regions. Prospective buyers do not need to come to the place 
of the trader as examples of goods already on the web [1]. 

The Framework for Enterprise Architecture (the “Zachman 
Framework”) is a normalized schema, one (meta) fact in one 
place. That is what makes it a good analytical tool. Don’t add 
or change the Rows or Columns or you will denormalize it and 
it will cease to be a good analytical tool. The Framework is a 
semantic structure. It implies nothing about implementation 

processes (methodologies) or tools whether they are top-down, 
bottom-up, left-to-right, right-to-left, or where to start [2]. 

Based Bantul Perindagkop Strategic Plan 2012-2017 and 
the SMI of Bantul Regency merchant number of SMI in the 
Regency / City recorded in 2013 as many as 44.778 SMIs. 
Increasing the number of SMIs that become obstacles for 
Bantul Disperindagkop in service. Promotion and marketing 
processes in SMIs in Bantul has been facilitated through the 
website and blog. But on the web is still a mixture of different 
types of goods. In the promotional display is not 
distinguishable types of products. In the SMI merchants 
themselves have not provided specific web for promotion and 
sales. 

Use of information systems and technology can support 
existing business processes. But it is not easy to apply. 
Therefore, the government bureaucracy needs to make the e-
commerce system in order to obtain data Agency is up-todate 
and the overall number of traders which include SMIs in 
Bantul, the list of SMI merchants, types of products sold by 
traders SMIs. 

II. LITERATURE REVIEW 

A. Accomplished Research Study 
Applications E-commerce Sales Perfumes Online "E-

commerce can connect sellers and buyers of different places 
and not be an obstacle in the transaction. Prospective buyers 
can find out more info about the product such as price, type, 
brand and so on " [4]. Implementation of E-commerce Sales 
Book Publisher Waves Based on Framework "The use of e-
commerce technology provides a very broad market 
opportunity given the technology of the Internet has spread 
widely throughout the corners of the world. E-commerce 
provides many advantages and conveniences, one of which 
reduces operating costs and for consumers to shop faster time 
and a lot of information about products available " [5]. 

B. Software process models 
Resolve the problem, software engineering or the team 

engineer should incorporate development strategies that 
encompass coating processes, methods and aids as well as 
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generic phases. There are several models of software processes, 
namely: linear sequential model, prototype, RAD, spiral, 
assemblies, concurrent development and formal. The template 
is used to format your paper and style the text. All margins, 
column widths, line spaces, and text fonts are prescribed; 
please do not alter them. You may note peculiarities. For 
example, the head margin in this template measures 
proportionately more than is customary. This measurement and 
others are deliberate, using specifications that anticipate your 
paper as one part of the entire proceedings, and not as an 
independent document. Please do not revise any of the current 
designations [3]. 

C. Understanding Electronic Commerce (E-commerce) 
One of the most commonly used data mining techniques 

for E-commerce is finding association rules between a set of 
co-purchased products, dynamic set, technology, applications, 
and business processes that connect corporate, consumer, and 
certain communities through electronic transactions and trade 
in goods, services, and information that will be conducted 
electronically [6].  

Recommender systems are used by E-commerce sites to 
suggest products to their customers. The products can be 
recommended based on the top overall sellers on a site, based 
on the demographics of the customer, or based on an analysis 
of the past buying behavior of the customer as a prediction for 
future buying behavior. Broadly, these techniques are part of 
personalization on a site, because they help the site adapt itself 
to each customer. Recommender systems automate 
personalization on the Web, enabling individual 
personalization for each customer. Personalization to this 
extent is one way to realize Pine’s ideas on the Web. Thus, 
Pine would probably agree with Jeff Bezos, CEO of 
Amazon.com™, when he said “If I have 2 million customers 
on the Web, I should have 2 million stores on the Web” [8]. 

D. Zachman Framework 
The Zachman Framework was first published by John 

Zachman in 1987. This framework in the form of a matrix size 
of 6x6. ZF is used for developing and documenting enterprise 
architecture or practically. The vertical axis provides a variety 
of perspectives / perpekstif of the overall architecture, while 
the horizontal axis is an abstraction classification of 
architectural artifacts. The six components of the Zachman 
framework are: data, functions, network, personnel, time, and 
motivation. Each component is described and seen by six 
perspectives: the perspective of the planner, owner, designer, 
builder, sub-contractors and users [7]. 

The Framework can be used to help to think about 
(analyze) any thing or any Enterprise or portion thereof. The 
broader defined the analytical target, the better leverage going 
to get on integration, reusability, interoperability, etc., etc but 
the more complex the analysis. Conversely, the narrower  
drawed the boundary of the analytical target, the simpler the 
analysis but the less leverage going to get on integration, 
reusability, interoperability, etc., etc. If you draw the boundary 
beyond your jurisdictional control, you can no longer declare 
the models, you will have to negotiate the models. If you draw 

the boundary more narrowly than your jurisdictional control, 
you will disintegrate your Enterprise, that is, you will build a 
“legacy” [2]. 

III. METHODOLOGY 

A. Research stages 
1) Search Data 

Contains data retrieval methods used in the research. The 
method used to adjust the method of the Zachman 
framework. 

2) Analysis 
a) Analysis of Current Conditions 

Business process areas of domestic trade, traders and 
buyers SMIs. General business processes between the field 
of domestic trade, SMI Traders and buyers are trading field 
to market products SMI merchants, shoppers buy products 
SMI trader. SMI traders also sold with the cast, meeting 
business and trade missions. 
b) Analysis Conditions Expected 

This stage is the stage of determining the conditions 
expected by Disperindagkop field of domestic trade. 
c) SWOT Analysis 

Useful to analyze the factors in Disperindagkop field 
of trade in business evaluation methods to find strategies 
that will be done. SWOT analysis only describes the 
situation that occurs is not solving the problem. 

B. Making the modeling and design of e-commerce 
Making of this thesis using the Zachman framework 

combined with a linear sequential process model. In the 
sequential model of the liner only to the design phase. As 
created, namely Column Data: ERD, the business data model 
of entities and attributes, data architecture. Function column: 
DFD, application architecture and system design. Network 
column: logistics network, information architecture, technology 
architecture. Column One: organizational structure, interface 
architecture and user interface. 

C. Prototype testing 
1) Testing Analysis is a test of the analysis has been 

made on whether it can be recommended for 
Disperindagkop field of domestic trade. 

2) Usability Testing 
a) Acceptance testing (usability testing) is testing 

by providing a number of tasks that have been 
prepared in advance. The task given to two 
employees, 15 traders SMIs and 30 buyers. This 
task is used as a 'means of interaction' in the 
measurement of usability. 

b) Analysis of usability testing is a recap of the 
results of a questionnaire that has been deployed. 
 

IV. RESULT AND DISCUSSION 

After searching the data, analysis of current conditions, 
expected conditions analysis and SWOT analysis, the next step 
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is the manufacture of modeling and design of e-commerce 
systems. The steps are as follows: 

A. Business process 
Business process proposed to the field of domestic trade. 

The business process is a business process merchant account 
registration SMI, buyer registration, login, promotion, sales, 
registration of the exhibition, following the registration of the 
trade mission, following the registration of business meetings, 
coaching training, coaching (Exhibitions, Trade Missions and 
Business Meeting), coaching ( social assistance), Monitoring 
Data Merchants SMI, sales monitoring, supervision fairs, Trade 
Missions and Business Meeting. 

B. Analysis of system requirements 
Determining and disclose the needs of e-commerce system 

that includes: the buyer needs is a menu for the buyer account, 
details of the agenda of the Office menu, menu selection 
announcement details exhibition, menu by purchase, login 
display, the display forgotten the password, display successful 
login, view and purchase process , confirmation of purchase 
display, menu about, help menu, my account menu, menu 
poduk category. Trader needs of SMIs: SMI merchants login 
menu, the menu lists the SMI merchants, SMI traders forgotten 
password menu, menu promotions, sales menu, menu 
proposals, menu information, see the list of activities of the 
Department, purchase information menu, menu reply Agency 
proposals, invitations menu Office. Needs Service employee: 
employee login menu, the main menu of employees in trade, 
menu display the list of candidates to follow the activities of 
the Office of SMI merchants, menu development training, 
coaching menu exhibition, input provision activities list Office, 
Office of the input stage of registration activities, business 
meetings coaching menu, menu fostering trade mission, the 
menu guidance of social assistance, counter proposals menu, 
the menu of data monitoring SMI merchants, sales monitoring 
menu (menu supervision of annual sales, monthly sales 
supervision menu), menu supervision exhibitions, business 
meetings supervision menu, menu control trade missions, 
inputan on the menu, input help menu, change password menu. 

C. Entity Relationship Diagram (ERD) 
A description of the data needs of the entity as shown in 

fig.1. 

 
Fig. 1. Entity Relationship Diagram 

D. Logistics Network 
Enterprise model by exposing the enterprise network model 

in the form of the location and interconnection proposal to 
Disperindagkop. At this logistk network also includes SMIs 
account registration module, which is taken from the SCM 
system as shown in Fig.2. 

 
Fig.2. Logistics Network 

E. Context Diagram 
Diagram illustrating the general of an information system. 

In the context of the diagram there is only one main process 
that processes input data to produce output data from all 
entities connected as shown in Fig. 3. 
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Fig. 3. Context Diagram 

F. Application Architecture 
Application that contains modules aim to define the 

modules needed to manage the data and support the business 
functions in Disperindagkop. Step manufacture: the candidate 
list of modules and module definitions, impact analysis, matrix 
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module vs functions and matrix module vs organization as 
shown in Table 1. 

Table 1. Matrix module vs organization 
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Modul Pendaftaran akun IKM 3 3 1 3 3

Modul Pendaftaran akun Pembeli 3 3 1

Modul Login  3 3 1 3 3 1

Modul Promosi 3 3 1 3 1

Modul Penjualan 3 3 1 3 1

Modul Pendaftaran Pameran 3 3 3 3 1

Modul Pendaftaran Misi dagang 3 3 3 3 1

Modul Pendaftaran Temu Usaha 3 3 3 3 1

Modul Pelatihan 3 3 1 1

Modul Pameran 3 3 1 1

Modul Misi Dagang 3 3 1 1

Modul Temu Usaha 3 3 1 1

Modul Bantuan Sosial 3 3 3 3

Modul Pengawasan Data Pedagang IKM 3 3 2 1

Modul Pengawasan Penjualan 3 3 2 1

Modul Pengawasan Pameran 3 3 2 1

Modul Pengawasan  Misi Dagang 3 3 2 1

Modul Pengawasan Temu Usaha 3 3 2 1

Organisasi

 
Table 1 shows Specification: 1 : Creating, repairing, and 
using, 2 : Renew and Using, 3 : Only Use 

G. The design of the system to the modules 
The design of the system to the modules is a technical 

definition of the design process by describing the system 
needs to perform and support the process. The design of the 
system to be created on the system in the form of modules that 
can be accessed by the user. The modules are tailored to the 
business processes that have been made. 

H. Data Architecture 
The construction data architecture, the main data types that 

support business functions that have been defined on the 
business architecture must be identified and defined. In the 
candidate business entity data entities added merchant account 
registration SMI of SCM system. Step manufacturing: making 
all candidate data entities, making the definition of entities and 
attributes and matrix process vs data entities as shown in Table 
2. 

 

 

 

 

 

Table 2 : Matrix process vs data entities 
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I. Architecture Technology 
An infrastructure needs to be provided to support the data 

path and modules used by the organization. In making 
technology architecture modules listed SMEs account 
registration, and web jogjaplaza SCM system interconnected 
with the e-commerce system. Step manufacture: the principle 
of technology platforms, the list of platforms used, the 
platform needs and specifications, the relationship of 
technology and manufacture modules and network topology as 
shown in Fig. 4. 
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Fig. 4. Network Topology 

J. User Interface 
1) System Behavior 

The system can only be accessed when the user that the 
buyer and the merchant SMIs have registered or 
registered by the admin for employees of the 
Department.  

2) Security Design 
Buyer Security Plan and traders SMIs are given the 
opportunity three times if you forget the password and 
employees can call if you forget your admin password. 

K. Interface Architecture 
Interface architecture is based on the analysis of the needs of 

the system and modules. 
1) The initial view of the e-commerce system 

The options provided to the user if one link will show 
the expected as shown in Fig. 5. 

 

 
Fig. 5 The initial view of the e-commerce 

 
 

2) The promotion menu SMI Traders  
Data entry facility to incorporate the products to be 

displayed at the website as shown in Fig. 6. 
 

 
Fig. 6. The promotion menu SMI Traders 

 
3) The main menu trade sector employees 

Data entry facility for monitoring and coaching SMI trade 
sector employees as shown in fig.7. 
 

 
Fig.7.  The main menu trade sector employees 

 

L. Feasibility Test 
1) Testing analysis 

Analytical testing is done by providing a document 
along with an explanation prior to the respondent namely 
Service employee. Testing is done by way of explaining the 
proposed new business processes, entity relationship 
diagram, information architecture, data architecture, data 
flow diagrams, application architecture, system design, 
logistics network, organizational structure, and interface 
design. From the results of questionnaires given that the 
proposed analysis can be recommended for Perindagkop and 
SME areas of domestic trade with the presentation of 100%. 
2) Usability testing 

The feasibility test carried out to buyers, traders SMI, and staff 
at the Department. Testing is done by giving Task-Task 
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Usability Testing and questionnaires have been prepared. With 
the results of value for buyers respondent 3.3, SMI merchants 
3.1 and employees of the Department 3. From the test who 
gained concluded that usability testing can be received by each 
user. 

 

V. CONCLUSION 

Generate analysis in the form of new business processes, 
ERD, information architecture, data architecture, data flow 
diagrams, application architecture, system design, logistics 
network, technology architecture, organizational structure, 
interface architecture and user interface. 

Modeling and design system generated e-commerce can be 
recommended to the SMI Bantul Regency Disperindagkop and 
domestic trade field. It is evident from analysis testing to 
employees Perindagkop with percentage 100% and prototype 
testing with the results of each respondent buyers merchant 
value 3.3 Merchant SMI value of 3.1 and Service employee 
value 3. The test results explained that the analysis and design 
of the interface can be recommended for pembutan modeling 
and system design e-commerce field of domestic trade. 
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Abstract --- Microwave imaging techniques are extensively 

researched already in the medical field but not so widely in 

the security field. The art of this research was how to convert 

from medical imaging to security imaging according to the 

requirement of security. The algorithm used for this 

technology has advanced for better results and quality 

imaging resolution. This paper will discuss the history of  

terrorist and how important security  systems should be 

considered according to the previous incidents to support 

always the research of new technologies such as microwave 

Imaging. This microwave system has proved that microwave 

can be used for security applications 

Keywords; Security system, Imaging, Microwave imaging, 

Dielectric, terrorist, TR-MUSIC, security management. 

I. HISTORY 

Terrorist acts have been carried out over a long period. For 

example, two well-known groups are the Irish Republican 

Army (IRA) who carried out attacks on the British police and 

army in the 1970s, 80s and 90s, and Germany’s Red Army 

Faction (RAF): both organized a series of bombings and 

assassinations. In 1988 there was the Lockerbie bombing 

disaster when flight Pan Am 103 exploded shortly after take-

off from Heathrow airport. The 9/11 attack on the World 

Trade Centre in New York and the Pentagon in Washington 

D.C. in 2001. In 2004 a bomb was placed on a train in Madrid 

and killed more than 190 people [1]. In 2005 more than 200 

people were killed and injured on the underground and buses 

in the London bombings. The head of the Federal Service for 

Supervision of Transport in Russia announced recently that 

terrorist attacks on the Russia transport system have doubled 

between 2009 and 2010 [2]. In addition, on 25 December 

2009, Umar Abdulmutallab managed to go through all security 

body scanners, including a millimetre wave scanner, with a 

hidden plastic explosive in his underwear to detonate a bomb 

on flight 253 from Amsterdam to Detroit  

 

 

 

 

 

 

 

 

Figure 1: ‘Underwear Bomber’: Umar Farouk Abdulmutallab 

is arrested. Photo by Jasper Shuringa/New York Post [3] 

In 2011, there was a bomb explosion at Moscow’s busiest 

airport Domodedovo [4]. In August 2009 Abdullah Hassan 

Tali Al-Asiri, an Al-Qaeda suicide bomber, inserted half a kilo 

of explosive inside himself and detonated it at a meeting with 

Prince Nayef bin Abdulaziz Al Saud, killing himself and 

causing minor injuries to the prince [5]. There have also been 

recent attacks on Peshawar airport in Pakistan in 2012, and 

Kabul international airport in 2013 [6], [7]. The most recent 

attack on the Westgate mall in Kenya left 72 dead [8]. In 

addition, by looking at the open source Internet Worldwide 

Incident tracking system, attacks on the aviation and transport 

industry have increased despite the increase in security control 

after 9/11 [9]. Terrorism is not a tactical war that comes back 

every day and you respond to it: terrorism is planned for a 

long time and hits countries at unknown times. Therefore 

plans for such terrorism have to be robustly planned to 

manage it when it occurs, or detect it before it happens. 

Therefore, securing airports, train stations and shopping malls 

and ports is vital to save human lives and sustain the economy. 

Sponsor: UAE Government 
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II. INTRODUCTION 

Any terrorist act on the aviation or transport industry will 

result in the loss of hundreds of lives and loss of infrastructure 

and equipment worth of millions of pounds; such acts will 

therefore have a significant impact on the economy and the 

travel industry. Security of airports, or any other sensitive 

places, starts at key locations, such as the entrance or check-in 

points where a terrorist could take advantage to start his 

terrorist act. The question has always been asked about how to 

secure the supply chain such as airports, ports, canals and 

shopping malls from man-made threats such as terrorism or 

piracy. What is the best way to guarantee security using 

advanced technology? Ninety per cent of global trade flows 

through 39 bottleneck regions[9]. Security management is to 

manage the attack incidents before any crisis happens. Body 

scanners, such as microwave scanners for explosive detection 

in the human body, are useful, but they will be useless if 

security personnel are not very well trained in how to use 

them. Passengers in modern airports would like to see modern 

advanced technology to serve them well and secure their 

journey. Terrorist attacks in a country can damage its 

economy as a direct cost, and damage the tourism industry. 

They can target logistic hubs and gateways. For instance more 

than 14.5% of world airfreight traffic travels through Hong 

Kong-Shenzhen, and any attack there could have a huge 

impact on the global economy. Security in general costs a lot 

of money to make sure that people are safe. Also there is a 

concern that, for example, if more security has been 

implemented in airports, then this will mean longer queueing 

times for passengers and therefore higher transport costs, 

which will slow the movement in airports. Although this paper 

discusses implementing advanced technology in body 

scanners, concerns about cyber-attacks should be taken into 

account when integrating this new body scanner with other 

security checks at airports. As discussed later, existing 

technologies are the solution at the moment, but every 

technology has limitations, although microwave technology 

showed a promising imaging technology for security 

applications. The decision to invest in more body scanner 

technologies should be taken into account when planning any 

security investment strategy. Maybe implementing these 

higher end technology body scanners in international airports 

only, or where airports that could be a target for terrorist 

attacks. The transport security companies and logistics should 

take the lead in developing high end security technologies, i.e., 

body scanners, and the government should only set security 

regulations. At the end of the day, both the security companies 

and the government should collaborate together to be more 

effective and efficient. This paper will discuss the developing 

simulation results which were produced by microwave 

security system research in the University of Sussex [11]. 

 

III. MICROWAVE SECURITY SYSTEM SIMULATION SET UP 

. 

 

 

 

 

.   

 

 

 

 

 

 

Figure 2 Shows Experiment set up in Lumerical FDTD 

Solution 

 

The system contains an object which is surrounded by a 

circular array number of antennas. All the antennas act as 

transducers sending and receiving microwave to obtain the 

image of the objects. The configuration was set up in 

Lumerical FDTD solution. The FDTD solution is used to 

collect scattered data on each transducer. These data are then 

processed in Matlab with a TR MUSIC algorithm to 

reconstruct the image. Figure 2 shows how such a system was 

configured in Lumerical FDTD solution. The shown target in 

Figure 2 could be changed at any time to any shape required. 

 

IV. SIMULATION RESULTS FOR DIFFERENT FRQUENCIES 

WITH DIFFERENT MODELS. 

A. Square model using 2GHz frequency 

To give the reader an idea of how we construct different type 

of models to be imaged using microwave the Lumerical FDTD 

software tool shown in Figure 2 shows  how the square model 

has been placed to be imaged.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Square Shape Model in Lumerical FDTD software 
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Figure 4: Lower Dielectric Square Shape Model Using 2GHz 

Objection 

Figure 3 above illustrates the shape of a 15cm x 15cm square 

being imaged using 2GHz. The square has a relative dielectric 

of 1.4. All the other shapes and models will be constructed in 

different sizes and different materials: this will show us the 

value of utilizing this fascinating imaging technology. The 

common models will be squares, polygons, triangles, 

rectangles, spheres and embedded objects. Every model will 

be constructed with different frequencies objection, and then 

the data will be collected and imported in Matlab to run the 

TR-MUSIC mathematical model. This will reconstruct the 

image caused by this microwave antenna seen around the 

square, or around any other object later in this discussion. 

B. Polygon model 2GHz frequency 

The following figures shows a polygon shape, if all the peak 

points were connected, which has been generated by a TR-

MUSIC algorithm. The above figure shows peaks or spotlights 

that exist both on the boundary of the polygon object and 

inside it. The polygon model points are (X,Y); (0-9), (7,-5), 

(7,5), (0,9), (-7,5) and (-7,-5). The simulation results shows a 

polygon shape, if all the peak points were connected, which 

has been generated by a TR-MUSIC algorithm. Figure 5 

shows peaks or spotlights that exist both on the boundary of 

the polygon object and inside it. 

 

 

 

 

 

 

 

Figure 5: Polygon Shape Model in Lumerical FDTD Software 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Lower Dielectric Polygon Shape Model Using 2GHz 

Objection 
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Cylindrical object 

C. Cylinder model using 3GHz frequency 

Figure 6 illustration shows a cylinder of 5cm radius with 

defined dielectric of 2.4. It shows the very clear shape of such 

a cylinder because of its extended size related to the 3GHz 

wavelength and the imaging region 30x30. The above scenario 

could be any metal or material hidden underneath passengers’ 

clothes. Figure 7 shows a cylinder target that has a radius of 

3cm and defined relative dielectric of 5. It shows part of the 

cylinder shape because it is not fully extended, or it could be 

shown clearly if we change the number of the M value. The M 

value is the number of the boundary between the signal 

subspace and noise subspace. Also this could be very small 

contraband materials hidden within the human body. This 

result makes the possibility of small targets being shown 

clearly very promising. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Cylinder of 5cm Radius Using 3 GHz Objections 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Cylinder of 3cm Radius Using 3 GHz Objections 

 

 

 

 

 

 

Figure8 shows a human body cross-section of 10cm radius 

with a defined dielectric of 5. A small size of contraband 

material of 2cm radius is embedded within this human body 

cross-section and defined dielectric of 6.5. The above figure 

shows both a human body and the small contraband material 

embedded within this human body; which could alert the 

operator of the possibility of illegal items being hidden within 

this passenger. 

D. Triangle model using 4GHz frequency 

The Lumerical FDTD software tool has shown in Figure 9 

how a triangle has been placed to be imaged. The transceivers’ 

data around the triangle are then collected and implemented in 

Matlab code to show the imaging results. Figure 9 is a 

triangle shape with relative dielectric of 1.4; the 

dimensions are (-10,5), (10,5) and (0,-10). As can 

be seen from this figure10 , the shape has been 

shown clearly: there is intensity or more details in 

the middle of the shape that has been shown. The 

image of the triangle has been detected clearly. A 

concentrated spot light is shown in the middle of the 

triangle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: 10cm Human Body Cross Section with 2cm Object 

Hidden Inside 
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Figure 10: Triangle Shape Model in Lumerical FDTD 

Software 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Lower Dielectric Triangle Shape Model Using 

4GHz Objection 

 

 

 

 

E. Polygon model using 4GHz frequency 

 

Figure11 shows how to model a polygon shape with a relative 

dielectric of 1.4, using 4GHz frequency. The dimensions are 

(X, Y), (0,-5, 49), (4.75448,-2.745), (4.75448, 2.745), (6.723e-

16, 5.49), (-4.75448, 2.745), (-4.75448,-2.745). Figure 12 

shows a clear image of Polygon even the dielectric of its 

material is low. If the material of the polygon has been 

changed from lower dielectric properties to metal, a perfect 

electric conductor, then this will cause the simulation results 

shown in Figure 13. According to the figure13, a 4GHz 

frequency objection on the metal polygon shows the boundary 

of the metallic polygon very clear. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Polygon Shape Model in Lumerical FDTD 

Software 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13: Lower dielectric polygon shape model using 4GHz 

objection 
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Figure 14: Metallic Polygon Shape Model and Different Angle 

of View Using 4GHz Objection 

 

F. Square model using 4GHz frequency 

Figure 14 shows the construction of the square model in 

FDTD containing relative dielectric of 1.4. The dimensions of 

the square are 15cm x 15cm. The results of the Matlab 

simulations are shown in figure 15 below. Figure16 shows a 

very clear square shape boundary, with the middle of the 

square showing peak spotlights. When changing the dielectric 

properties of the square with dimensions of 15cm x 15cm to 

metal (PEC), the following results in figure 16 will appear. As 

we can see from the models below, the details inside the 

models has been shown; these have directed the viewer to 

similar shapes projected earlier using 40 antennas. 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: Square Shape Model in Lumerical FDTD Software 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16: Lower Dielectric Square Shape Model and 

Different Angle of View 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17: Metallic Square Shape Model and Different Angle 

of View 
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G. Cylinder model using 4GHz frequency 

Figure 17 below shows a cylinder with a radius of 5cm and 

defined relative dielectric of 1.4 constructed in Lumerical 

FDTD. It shows in figure 18 a very clear image of this type of 

the cylinder, even though the dielectric value of this material 

is low. Figure 19 shows an extended target of a cylinder with a 

radius of 10cm and the index is a perfect electric conductor; 

this is considered to be metal in the simulation. There is a very 

nice shape as this cylinder has been achieved by 4GHz 

microwave objection. Figure20 shows how a 4GHz pulse can 

image contraband material of 2cm radius, with a relative 

dielectric value of 1.4 imbedded inside a box of 15cm x 15cm 

dimension and dielectric value of 3. The box is assumed to be 

the human body medium. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18: Cylinder Model with 5cm Radius 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 19: 5cm Cylinder Using 4 GHz Objections 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 20: Cylinder of 10cm Using 4GHz 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21: 2cm Hidden Target 

 

H. Square model using 4GHz frequency 

A square shape model has been constructed similar to Figure 

14 above, and the results of the image reconstruction are 

shown in the figure 21 below. Figure 21 shows that the shape 

of square has been detected when applying 5GHz. The relative 

dielectric of the square was 1.4, and the dimensions of the 

square model are 15cm x 15cm. Now, if the material of the 

square changes to metal, then the results would show the 

following image in figure 22. Figure 22 shows that clear 

boundary lines of the square have been detected after image 

reconstruction. 

 

 

Contraband  

Material 
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Figure 22: Lower Dielectric Square Shape Model, Dimension 

15cm x 15cm and Different Angle of View Using 5GHz 

Objection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23: Metallic Square Shape Model Using 5GHz 

 

 

 

 

I. Square  model using 7 GHz frequency 

A 7GHz projection on a square shape shows the shape of a 

square very clearly, as shown in Figure 23 below. The square 

has a relative dielectric of a perfect electric conductor or 

metal. The dimensions are 15cm x 15cm. Now, if we change 

the material of the square to a lower dielectric property such as 

1.4, the result would be as follows in figure 24. The below 

figure 24 shows a similar but slightly different shape to the 

previous figure. The four boundary edges of the square show a 

high peak of spotlight. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 24: Metallic Square Shape Model Using 7GHz 

Objection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 25: Lower Dielectric Square Shape Model Using 7GHz  

Objection 
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J. Polygon  model using 7 GHz frequency 

A polygon model shape relative dielectric of 1.4, constructed 

the same as Figure 11 above in Lumerical FDTD, showed very 

clear peak points of all six edges of the polygon after image 

reconstruction in Matlab. This is shown in Figures 25 below. 

Now if we change the material of the polygon to metal (PEC) 

then the results would be as shown in Figure 26. As seen from 

figure26, clear polygon boundary lines have been detected 

after image reconstruction on Matlab. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 26: Lower Dielectric Polygon Shape Model Using 

7GHz Objection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 27: Metallic Polygon Shape Model Using 7GHz 

Objection 

 

 

K. Spher  model using 7 GHz frequency 

Figure27 shows the construction of a sphere model with a 

radius of 8cm. Figures 28 below show a sphere shape with a 

radius of 8cm and relative dielectric of 1.4. After simulation in 

MatLab, very clear boundary lines of the sphere shape can be 

seen. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 28: Sphere Shape Model in Lumerical FDTD Software  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 29: Sphere Shape Model Using 7GHz Objection 
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Now, metal in the shape of a polygon has been embedded 

inside the sphere to test the imaging results. This shows if it is 

possible to differentiate between two materials or if hidden 

material can be shown. Figure 29 shows how to construct this 

in FDTD. The idea of the illustration shown below in Figure 

29 comes from the possibility of a metallic gun being hidden 

underneath human clothing. Normally the guns and knives 

used for terrorist acts are metallic. Figure 30 shows details of a 

polygon inside a sphere, and shows the sphere also. The 

polygon is PEC and the sphere is 1.4 dielectric. Now if the 

material of both models is shown the other way round, i.e., 

metal for the sphere and 1.4 for the polygon, then the results 

will be as shown in Figure 31 below. A lower dielectric 

polygon that could be hidden in any metallic object; this might 

be how terrorists or smugglers smuggle their illegal materials 

in metallic objects. Figure 31below clearly shows how easy it 

is to detect materials imbedded in other material. This is an 

example such as when a terrorist implants objects in their 

baggage. It shows the boundary of the polygon and, inside it, 

also the boundary of the sphere. As you can see from the 

below figures, the models have been shown clearly with low 

or higher dielectric properties. It can be seen from all the 

above results that 7GHz can show very clear images.  

 

 

 

 

 

 

 

 

 

 

Figure 30: Metallic Polygon inside Sphere Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 31: Metallic polygon hidden inside sphere 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 32: Lower Dielectric Polygon Model inside Metallic 

Sphere 

 

L. Cylinder or human turso cross section using 7 GHz 

frequency. 

The below figure 32 shows how to construct a 10cm radius of 

a cross-section shape model, assuming it could be a human 

torso. As you can see from the below figure 33, a 10cm radius 

circle that could be related to the human body cross-section is 

shown very clearly. The dielectric of the torso was 6 in this 

simulation. There is a good peak of spotlights around the 

cross-section that helps the viewer to visualise this model 

without any confusion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 33: Circle Model, Assumed to be Human Torso 
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Figure 34: 10cm Radius Object, Assumed to be Human Torso 

using 7GHz Objection  

 

M. Square model using 10 GHz frequency 

The figure 34 below shows shape details that could lead the 

viewer to a square shape. More detail is shown at 10GHz, 

which means the higher the frequency the better the image. On 

the other hand the smaller the wave length the higher the 

resolution that this robust TR-MUSIC algorithm could 

generate. Figure 35 shows the result from omitting a 10GHz 

microwave and shows a circle of 10cm radius that can been 

seen perfectly clearly; the inner shape of the material is also 

shown very clearly. This concludes that the higher the 

frequency the clearer the image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 35: Metallic square Shape Model Using 10GHz 

Objection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 36: 10cm Radius Object  

 

 

V. CONCLUSIONS 

This paper has concluded and proved that microwaves can be 
used in imaging for security systems, as shown from the 
simulation results. It has also proved that TR-MUSIC is a 
perfect algorithm to process data collected from circular arrays 
of antennae to give robust imaging results. It has also been 
proven that the higher the frequency the clearer the image and 
that different materials dielectric embedded in other material 
can be shown clearly. The future development to this project is 
to build a prototype of such security system using TR-MUSIC 
algorithm. 
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Abstract— Public Key Infrastructure (PKI) is a critical 
component of any cybersecurity strategy, yet diffusion rates have 
been dismal within the greater Internet community.  Multiple 
barriers to adoption of client-side certificates exist, including 
technical complexity, economical burden, legal compliance and 
social awareness.  Entrenched industry practices dating from 
early Internet-era ideals have obstructed disruptive innovation in 
this space.  Consumer adoption of client certificates is arduous, 
causing the current deployment model to fail at the general user 
level.  This paper explores the client digital certificate further 
while identifying barriers to acceptance.  A proposal is made for 
the issuance of “very-low assurance” digital certificates via a 
Web API, offering one-click simplicity. 

Keywords—Public Key Infrastructure; PKI; Digital Certificate; 
Personal Certificate;  Client-side Certificate; Technology Adoption 

I. INTRODUCTION 
The origins of Public Key Infrastructure (PKI) date back 

several decades [1, 2], yet its diffusion within the realm of end-
user security applications has been slow, with limited uptake 
[3, 4].  An essential component of PKI is the digital certificate, 
a record which binds a public key to an entity via a trusted 
third party (TTP).  The digital certificate can be proliferated 
safely to other parties for transactions requiring encryption, or 
can serve as the basis of sealing binary information with a 
digital signature. 

PKI uses digital certificates to provide functionality for 
confidentiality, integrity, non-repudiation, authentication and 
authorization [1, 2].  Digital certificates are available for 
server-side use as an underlying mechanism for various 
authentication, encryption, and security communication 
protocols (e.g. VPN, IKE, SSL), as well as for client-side use 
to enable applications such as encrypted messaging via secure 
email (S/MIME), data encryption, and digital signatures. 
Various terms have been used in the extant academic and 
industry literature to refer to downstream client-side digital 
certificates, including personal certificates, end-user 
certificates, and client certificates [5]. In this paper these terms 
are used interchangeably. 

Despite their simple definition and role, digital certificates 
are complex.  Acceptance of the technology on the client side 
has been practically non-existent.  Barriers to technology 
adoption include technical, economical, legal and social.  
Digital certificates are not simple for the general user to obtain, 

deploy and manage.  The industry as a whole has maintained a 
“black hat” mystique of PKI resulting in a failure to 
disseminate practical knowledge to drive greater adoption.  
Many users are unfamiliar with the concept of digital 
certificates despite recognizing a need for greater 
cybersecurity.  

Digital Certificates offer a methodology for enabling PKI 
on an individual level, yet usage remains server-side oriented.  
Whereas it is common for a web site to have a digital 
certificate in order to offer HTTPS, it is rare for the average 
Internet user to possess one.  Internet security is a major 
concern of consumers and digital certificates are essential for 
establishing trust.  Digital certificates achieve online 
authentication allowing parties to perform transactions 
confidentially.  The core technology for e-commerce is SSL, 
which supports the use of client-side digital certificates, yet 
nearly all transactions involve only server-side certificates.  
Client-side certificates were introduced as part of SSL version 
3 around two decades ago [6, 7] to enable end-users or their 
devices to request authenticated access to a specific service.  
This authentication method provides additional level of 
security for client identity verification.  Despite a compelling 
argument for personal PKI, barriers to client-side adoption 
have caused technology diffusion to lag and stall. 

The dominant format for digital certificates is X.509v3.  
The X.509 PKI standard defines a digital certificate as a data 
structure that binds a public key to a person, computer, or 
organization, and verifies the identity of public key’s owner [2]  
The structure has changed little over its lifespan, using a 
somewhat archaic format (ASN.1) in the era of XML and text-
based representations.  Standards are beneficial yet the 
convoluted nature of PKI’s entrenched practices has become a 
barrier to disruptive innovation.  This inherent complexity 
remains an obstacle.  The typical process in setting up PKI 
digital certificates includes various steps such as registration, 
verification, installation, publication, and renewal [8, 9], and 
these can be cumbersome to adopt for the end-user. 

The advent of cloud services drives both a greater need for 
client-side certificates as well as a potential model for their 
management.  With the emergence of computational grids, the 
Internet of things, and virtual organizations enabled through a 
cloud computing infrastructure, end-users as well as the 
resources and services they need access to on a regular basis 
span many different geographical and organizational contexts. 
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Consequently, there is a greater need to use mechanisms such 
as personal PKI certificates for identify verification and 
authentication of end-users requesting access to online 
resources and services in such distributed online environments 
[10]. Furthermore, with the advent of IT consumerization and 
Bring Your Own Devices (BYOD) initiatives in organizations, 
efficient mechanisms for digital certificate enrollment and 
provisioning are becoming a necessity for these organizations 
[11].  Wider acceptance of PKI end-user certificates would 
translate into the potential for PKI to be utilized not just within 
the realm of closed and controlled environments like online 
banking and e-commerce, but over an expansive context of 
different applications and services across a number of different 
trust domains. 

Our proposed solution would enable the adoption and use 
of white identity certificates, i.e. certificates that are not issued 
for specific applications, but act as a flexible credential that 
could be easily re-used across different applications and trust 
domains [12].   

Alternatives such as Pretty Good Privacy (PGP) [13, 14] 
and Identity-based Encryption (IBE) [15, 16] have been 
previously been recommended as potential solutions to 
alleviate the acquisition and maintenance barriers associated 
with public key and certificate management for end-users. 
However, these alternatives are not flawless and have their 
own specific problems – such as subjective trust assignments in 
PGP  [17], and cumbersome revocation mechanisms in IBE 
[18, 19].  By trading some security assurances for ease of 
access, a balance can be struck which provides seamless, 
behind the scenes client-side certificate management to end 
users via cloud services. 

II. DIGITAL CERTIFICATES 
The classic X.509 digital certificate (also known as a 

public-key certificate) originates from the ITU-T; later, the 
IETF spearheaded Internet related proposals.  The IETF 
defines a digital certificate as “a certificate document in the 
form of a digital data object… to which is appended a 
computed digital signature value that depends on the data 
object.” [20]  Oppliger expands with “a certificate attests to the 
legitimate ownership of a public key and attributes a public key 
to a principal, such as a person, a hardware device, or any 
other entity” [21].  Vacca identifies digital certificates as the 
foundation of PKI; it allows the exchange of public keys 
between parties while assuring, to varying levels of risk, that 
the parties are who they claim to be.  Without digital 
certificates, no acceptable level of trust could be established, 
rendering PKI ineffective [22]. 

The use of digital certificates solves the key distribution 
problem.  It ensures that a public key belongs to an entity, and 
asserts trust on their behalf via authentication.  Authentication 
is the process of ensuring each party is who they claim to be.  
Furthermore, authentication implies that a third party cannot 
masquerade as a legitimate party for a transaction. 

PKI relies on the concept of X.509 Digital Certificates to 
assure authenticity of a party.  Digital Certificates contain 
identity information of a party, as well as the party’s public 

key.  Certificates can be queried from a directory maintained 
by an authority, but in practice they are often presented by the 
parties.  The onus is on each party to independently validate 
the other’s certificate. 

 

Fig. 1. Public Key Certificate Exchange 

 

The X.509 standard relies on a complex and convoluted 
binary syntax known as Abstract Syntax Notation 1 (ASN.1).  
The intricacy of implementing a validating ASN.1 parser, the 
elevated licensing costs of third party solutions, and its 
regulated name-space have made certificates unapproachable 
to the general development community and soundly in the 
hands of specialist (such as Verisign) who charge premium 
prices for their services [22, 23]1.  

Digital certificates are based on trust.  A trusted authority 
forms the root of a hierarchy and vouches for the 
trustworthiness of every certificate underneath it [24].  It does 
this via a signing process, after due diligence criteria have been 
fulfilled.  The path through the hierarchy is called a certificate 
chain, with each child node being validated by the parent node. 

The root authority, also called a certificate authority, is not 
vouched for.  Instead, it must demonstrate its integrity by 
adhering to strict policies, both as industry best practices (such 
as hardware key storage) and de facto standards (such as those 
put forth by the CA/Browser Forum) [25, 26]. 

Certificates provide the necessary bridge between parties 
by asserting the identity is valid, and providing the 
corresponding public key(s) and algorithms.  They allow 
parties to assign a level of trust to each other, and determine 
whether to proceed with a transaction [27]. 

There are many issues surrounding digital certificates, such 
as certificate expiration, renewal practices, wrongful issue of 

                                                           
1 Attempts to introduce XML notation have been made by major players 
(such as Microsoft) but remain largely non-adopted. 
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certificates, CA malpractice and a lack of a formal standard.  A 
compromised certificate renders all future transactions invalid, 
until the encryption keys are regenerated [28].  Regardless the 
value certificate authorities bring is such that a PKI 
infrastructure wouldn’t be possible without them. 

III. PUBLIC KEY INFRASTRUCTURE 
PKI relies on digital certificates to bind public keys to 

entities.  This allows the public key to be validated and 
distributed.  The IETF defines PKI as “a system of Certificate 
Authorities [and their delegates] that perform some set of 
certificate management […] functions for a community of users 
in an application of asymmetric cryptography” [20].  At a 
broader level, Davis defines PKI as “the set of hardware, 
software, personnel, policies, and procedures required to 
create, manage, store, distribute and revoke public keys” [29].   
Davis views PKI as a holistic solution with comprehensively 
interconnected parts.  In contrast, Vacca defines PKI as 
including “services and protocols for managing public keys 
[through digital certificates]” [22].   

Essentially PKI must provide three services: register 
entities and issue digital certificates; manage certificate 
lifespan; and provide an archive to ensure certificate validation 
at a later date [20]. 

A. Key Distribution Challenge 
If digital certificates are the cornerstone of PKI, then the 

Key Distribution Challenge is its raison d’être.  The challenge 
is to distribute the secret key to all involved parties.  A shared 
key must be distributed in advance of communicating – but 
how does one distribute this key securely?  A chicken-or-the-
egg scenario arises.  Public / private keys revolutionized the 
cryptographic realm by allowing the publishing of a public key 
for encryption while secreting a private key for decryption. 

Ciphers can generally be classified as symmetrical or 
asymmetrical.  In a symmetric-key cipher (also known as 
Secret or Shared Key Cryptography) parties share the same key 
for both encryption and decryption.  The key must be 
exchanged out of bounds and known to each party.  The IETF 
defines symmetric cryptography as “a branch of cryptography 
involving algorithms that use the same key for two different 
steps of the algorithm… such as encryption and decryption” 
[20].  

 

 

Fig. 2. Symmetric Cryptography: The challenge remains distributing the key 

Symmetric encryption algorithms are usually faster than 
their asymmetric counterpart, having efficiency benefits in 
processing and memory; yet their greatest challenge is the 
secure distribution of the key. 

Asymmetric Cryptography (also known as Public Key 
Cryptography) is defined as “a modern branch of 
cryptography… in which the algorithms employ a pair of keys 
(a public key and a private key) and use a different component 
of the pair for different steps of the algorithm” [20].  

 

 

Fig. 3. Asymmetric Cryptography 

This approach uses two different keys which are 
mathematically related.  One is public and distributed while 
another is private and kept secret.  The two keys are selected 
such that it is computationally infeasible to determine one from 
the other.  One key is used for encryption (traditionally the 
public key, but there are special cases which use the private 
key) and only the other key can decrypt the data.  
Asymmetrical algorithms are computationally intensive, 
thereby incurring a sometimes severe performance penalty.  
Public Key Cryptography relies on digital certificates for the 
distribution of public keys and on Public Key Cryptography 
Standards (PKCS) for the secure storage of private keys [22]. 

Hybrid encryption is defined as “an application of 
cryptography that combines two or more encryption 
algorithms, particularly a combination of symmetric and 
asymmetric encryption” [20].  Hybrid algorithms often use 
asymmetric-keys to transfer a session key, which is then used 
for encryption purposes via a symmetric-key algorithm.  This 
approach has the benefit of public key security for key 
exchange, while gaining the performance advantages of shared 
key algorithms.  Asymmetric algorithms generally require 
more computational resources than the equivalent strength 
symmetric ones, and therefore are not usually used for 
confidentiality except in distributing symmetric keys [20].  The 
SSL protocol uses hybrid cryptography. 
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B. Trust Management 
All of PKI hinges on the establishment of trust between a 

user agent and an end entity.  A user of PKI must be able to 
assess a certificate for trustworthiness in order to decide 
whether to proceed with a transaction or not.  At the human 
interface level, this involves a judgement call based on the 
credibility of the notarizing party or parties and their ability to 
vouch for the certified entity.  At the machine level, this 
requires a valid, unrevoked certificate digitally signed by a CA, 
for which the relying party has pre-approved and registered in 
a trusted root authority list. 

Trust management is the shiny side of risk management: 
“Trust management is surely exciting, but like most exciting 
ideas, it is unimportant.  What is important is risk 
management, the sister, the dual of trust management.  And 
because risk management makes money, it drives the security 
world from here on out” [21] 

Assessing whether one can trust is party is akin to 
determining the acceptable level of risk and potential loss.  
Therefore, to properly manage trust, one must validate both the 
trust model and the risk analysis. 

C. Certification Authorities 
A Certification Authority (alternatively, Certificate 

Authority or CA) is “an entity that issues digital certificates… 
and vouches for the binding between data items in a 
certificate” [20]  CAs are a trusted third party that relying 
parties can assign trust to.  If a CA is trusted, then all 
certificates issued by the CA are trusted.  This does not 
necessarily mean that the certificate holder can be trusted, 
however.  The CA model is designed to promote accountability 
over protection, and therefore is a reactive system (if party is 
wronged, there is a path to recourse) instead of a proactive 
system (party can’t be wronged).  Despite this hurdle, the CA 
model has flourished with approximately 700 active CAs in 
2015.  Not all CAs are created equal; each has similar 
responsibilities but the manner in which these responsibilities 
are discharged vary widely.  An entity’s digital certificate can 
be obtained either directly from the party, or through the 
associated CA.  A CA not only vouches for the certificate 
holder, but they must also provide a suite of certificate 
management functions to both the certificate owner and the 
Internet community. 

D. Validation Classes 
The CA is responsible for verifying an applicant’s identity 

prior to issuing a digital certificate.  There are several classes 
of validation that have been standardized in the industry [5, 9]: 

• Class 1: Basic Validation – involves minimal validation 
for the client, often based on confirmation of domain or 
email ownership.  It rarely involves manual validation.  
This is the least trustworthy approach and is sometimes 
called a “low assurance certificate.” 

• Class 2: Organization Validation – Considered the 
standard class for most SSL e-commerce servers.  This 
class requires various corporate identity documents, 

including Articles of Incorporation, tax filings, 
shareholder data, and CEO authorization. Note that an 
Identity Validation variant exists for personal digital 
certificate issuance.  

• Class 3: Extended Validation – An EV certificate is a 
“high assurance certificate”.  It involves a rigorous audit 
of the applicant, and requires the highest level of 
corporate identity declaration: in addition to Class 2 
requirements, an organization will need to show proof 
of bank accounts, registered trademarks, credit cards, 
and a certified legal letter of acknowledgement.  Class 3 
EV certificates receive special treatment in browsers, 
with color highlighting and visible assurances to the 
user. 

IV. CLIENT SIDE CERTIFICATES 
Client-side digital certificates are applied to the user instead 

of the server. Whereas a server-side digital certificate likely 
applies to an enterprise entity, a client-side digital certificate is 
targeted to an individual.  Two common applications of client-
side digital certificates are secure email (S/MIME) and virtual 
private networks (VPNs).  In these applications, the individual 
is likely to be in a corporate realm, and part of a larger PKI 
initiative including enterprise sponsored training and provided 
storage solutions.  For the general population, client side digital 
certificates still have many applications, ranging across the 
security model: confidentiality (i.e., email, encryption), 
integrity (i.e., code signing), non-repudiation (i.e., digitally 
signing documents), and authentication (i.e., single sign-on, 
VPN). 

A. Issuance 
Through the use of a helper application, an individual 

generates a public / private key pair, and creates a certificate 
signing request (similar to how server side digital certificates 
are generated, explained earlier).  The CSR is submitted to a 
CA who then performs validation.  Validation options vary for 
individuals and are not as intensive as for enterprises.  
Currently, individuals may only apply for Class 1 and Class 2 
certificates (as follows). Class 2 personal certificates involve 
manual verification of an individual’s identity through 
examination of passport, driver’s license and federally issued 
photo ID.  Although it provides more assurance than a Class 1 
certificate, it is still open to identity fraud as there is no face-to-
face validation of the photo ID.  Note that individuals are not 
permitted to apply for Class 3 Extended Validation certificates. 

There is usually a cost component for validation, although 
some reputable CAs will provide Class 1 Basic Validation 
certificates for free after validation (usually with usage 
restrictions).  Cost of digital certificates remains a barrier to 
adoption; one study showed that even when the initial digital 
certificates are provided free of charge, 93% of users would not 
pay the renewal charge once the certificate expired [30].  

B. Private Key and Digital Certificate Storage 
The storage of digital certificates and their corresponding 

private keys is difficult for enterprises even under a full PKI 
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deployment.  Asking end users to manage this information 
responsibly and securely is an impossible task.  Bromby  
identifies the storage and security of the private key as the 
weakest link in PKI; he states that “if [the key is] exposed, 
allows other parties to both decrypt messages and to transmit 
fraudulently signed messages; and if lost, prevents the original 
owner from de-coding incoming messages” [31].  Bromby 
introduces the potential for biometrics to be used to tie a 
private key to an individual, in which “a unique key can be 
generated that does not require secure storage as it is 
encapsulated within the biological make-up [of the 
individual]” [31].  Revocation of a biometric key remains a 
barrier and is a focus of current research in the field. 

Software based technologies such as digital wallets and 
lockboxes, and hardware solutions such as smart cards and 
token generators, are often provided by organizations to their 
employees to assist with key storage.  The proliferation of 
smart phones may help extend solutions to the general 
population; however, the storage and use of personal digital 
certificates continues to carry inherent complexity and requires 
an educative component.   

Most modern browsers (Chrome, Firefox, and IE ) support 
direct installation of certificates via their certificate managers 
into PKCS #12  containers2; however the procedure is still too 
complex for the average user.  This is readily confounded by 
the use of different digital certificate caches per browser.  Not 
all browsers are required to package the same trusted CAs on 
deployment, and they do not use an OS specific / machine 
specific common store by default.  Therefore, a CA trusted in 
one browser may not necessarily be pre-installed on a different 
one.  The WebTrust seal [32] is used as a common standard for 
CAs to be accepted into browsers, but not all trusted CAs carry 
the seal. 

Portability of client-side digital certificates is a concern for 
users.  Whereas a server-side digital certificate is commonly 
tied to a single host, their client-side counterparts need to work 
across multiple devices: personal computers, laptops, smart 
phones, and even embedded devices such as gaming consoles.  
Server-side digital certificates often rely on a PKI solution for 
management across an enterprise.  Client-side digital 
certificates on the other hand will not have access to expensive 
and complex PKI solutions nor will their users have the 
inclination to learn such systems.  As a result, a multiplicity 
issue arises; server-side certificates can be bound one-to-one 
(1:1) to a device (i.e., a web server or a VPN router) while 
client-side certificates need to be bound to the user instead, in 
order to permit a one-to-many (1:∞) relationship to the user’
s multiple devices. 

C. Adoption 
Due to the roll-out of PKI solutions at corporations, 

employees are more likely to be issued a digital certificate than 
a member of the general population [21, 22].  Despite being 
classified as personal certificates, these can be considered a 

                                                           
2 Public Key Cryptography Standard #12 bundles private keys with an 
X.509 digital certificate. 

special case as they are usually the result of a corporate 
mandate and are packaged with training and support.  The 
general web user on the other hand is left with a bewildering 
set of options for management. 

Barriers to adoption include technical (complexity), social 
(education and awareness), economical (costs) and legal 
(compliance) factors.  One study found the deployment of 
digital certificates to be a complex task even for several 
computer scientists holding PhDs [32].  A program in Denmark 
to offer every citizen a free digital certificate saw an uptake of 
less than 3% of the population after 3 years [33].  Legal 
compliance can be a deterrent for adoption, as it adds 
uncertainty and doubt into parties’ responsibilities.  The use of 
digital signatures is legally binding in many countries.  Since 
the passing of a digital signature act in the EU, adoption has 
stalled.  Many users don’t believe the relative advantages 
outweigh the perceived usefulness [33].   

Lim reviews a study conducted in Hong Kong in 2004 [30].  
As part of a government initiative, smart cards were distributed 
to approximately 7 million residents.  Afterwards, residents 
were offered a free personal digital certificate.  The study 
sought to examine digital certificate adoption.  When enabled 
with digital certificates, the smart cards could partake in a wide 
range of services covering email security, e-commerce, and 
government interactions.  Despite being freely available, after 
the first year less than 6% of the population had opted for one.  
Lim determined that a high Internet connectivity rate or even 
digital certificate ownership did not lead to user acceptance of 
e-commerce [30]. 

The results matched other studies conducted in Finland and 
Germany.  Even low costs (~$15) for renewals were spurned.  
Technical audiences were no more likely to renew.  In Hong 
Kong, 54% reported no understanding of PKI; 66% did not 
know how their digital certificate could be applied.  Lim 
concluded that for there to be any traction of free digital 
certificates, the government would need to conduct training 
and awareness programs [30]. 

D. Cloud Based Security 
The emergence of the cloud as a ubiquitous platform for 

information technology has started to redefine the application 
of security principles.  The cloud is a group of services 
accessible to users remotely.  When it comes to cloud security, 
there is often an immediate concern as to who owns the data, 
and whether a third party cloud-provider can be trusted with it 
[25].  To counter this, leading cloud-providers (such as 
Amazon, Microsoft and Google) have worked to make their 
data centers secure – usually more secure than the average 
enterprise could accomplish.  The use of any service model 
requires a security model, and PKI is the ideal infrastructure to 
roll out as the cloud provider can niche their expertise and offer 
it as a commodity to the enterprise. 

To enforce PKI policies, digital certificates can be used not 
only as trust assurance, but also as authentication and 
authorization mechanisms via attributes.  Cloud services can 
simplify the distribution and management of digital 
certificates, removing this burden from the enterprise and user.  
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Although HTTPS can be used for securing communications, 
encryption and signing operations face a concern over the 
location of private keys.  Data encrypted at the provider site 
needs client keys stored remotely.  However, encrypting 
locally may have exhaustive bandwidth requirements.  
Regardless, the cloud model offers new approaches to applying 
PKI with variable levels of (light-weight) assurance while 
protecting mobility and multi-device usability that may help 
kick-start adoption towards the majority, even if it lacks all the 
safeguards of a mature PKI implementation.  In time, design 
principles of cloud deployments will orient towards controlling 
relevant vulnerabilities and threats while improving scope and 
scale of usability [34]. 

1) Model for Network Security 
 

Stallings promotes a network security model which is sub-
divided into five main categories3  [35]: 

i. Confidentiality – Security by protecting data from 
unauthorized parties.  This is accomplished via 
encryption. 

ii. Integrity – Security by ensuring the received data is 
the same as the transmitted data. This is accomplished 
via hashing. 

iii. Non-Repudiation – Security that the message was sent 
by the transmitting party.  This is accomplished via 
digital signatures. 

iv. Authentication – Security that a source can be trusted.  
This is accomplished via digital certificates. 

v. Authorization – Security by ensuring a user has 
permission to act.  This is accomplished via access 
control (and other means such as attribute 
certificates). 

The combination of these categories provides a data 
security model suitable for e-business applications.   

The model and its resultant architecture can be further 
extended by layering in PKI.  The addition of PKI does not 
require a new security category.  Instead, PKI offers a set of 
guidelines (and constraints) for how the model should be 
implemented.  PKI solves the key distribution challenge and is 
built on public key (asymmetric) cryptography for key 
exchange and shared key (symmetric) cryptography for data 
transmission.  It involves a suite of mathematical algorithms 
covering encryption, hashing, signing and trust-verification.  
As long as these mathematical approaches remain 
computationally infeasible to compromise, PKI provides a 
guarantee of security. 

The PKI Model for Internet Security illustrates the five 
categories working in conjunction.  The end result is a secure 
information channel.  Once the secure information channel has 
been established with a degree of trust acceptable to both 
parties, business may be conducted.  E-Business applications 

                                                           
3 Stallings also introduces a sixth category, “Availability”, but this 
category is not relevant to our discussion of PKI digital certificates. 

range from secure communications to e-commerce to 
intellectual asset exchange [36]. 

E. Drivers and Barriers for Acceptance 
Of the numerous drivers behind PKI, personal certificate 

adoption is influenced most by the following factors: 

• Cybersecurity – the need for individuals to protect 
themselves from loss due to cyber breaches, loss, or 
theft, especially in the smartphone era; 

• Privacy – the need to protect transactions and 
communications from other parties; 

• Authentication and Non-Repudiation – the need to 
prove identity and conduct e-commerce; and 

• Innovation – the forward evolution of PKI based 
solutions to meet the transforming needs of the Internet 
landscape. 

The barriers to adoption however are numerous, and a 
powerful restraint.  Technical complexity has left PKI 
inaccessible and requires the engagement of expert consultants 
to progress [37].  The sheer complexity of selecting, deploying, 
and managing a PKI solution is overwhelming to most 
enterprises, and the “simpler” elements of private key storage 
and personal certificate management are hieroglyphics to the 
general public [38, 39]. 

Economic factors have a significant impact on personal 
certificate adoption.  As shown in the aforementioned studies, 
individuals were reluctant to pay even marginal amounts for 
renewal.  Absent government subsidization, individuals are 
faced with complex fee structures and wildly varying licensing 
costs due to vendor focus on enterprise revenue. 

Social factors are at play as well.  The general user has little 
to no comprehension of the intricacies of personal certificates, 
nor do they have the inclination to learn about it.  The PKI 
space lacks any simple methodology for un-trained adoption.  
Many users aren’t aware of the benefits; as a result many 
consumer applications bypass security needs, falsely 
reinforcing to the consumer that PKI is not essential.  
Furthermore, trust models are difficult to reconcile; why should 
a user trust another entity based on the word of an unknown 
CA?  Finally, there is the one-to-many relationship between 
users and their multiple devices; this presents challenges not 
realized in server centric implementations. 

The barriers are substantial enough to impact the driving 
forces. The result is a lack of significant change.  A disruptive 
entry is required to push digital certificate and PKI further into 
the mainstream, and without the introduction of a 
seamless/transparent, “one-click” solution, client adoption will 
never happen at any significant level. 

V. PROPOSAL: DIGITAL CERTIFICATE LITE 
The current PKI approach is tightly integrated with a client-

server model (responsibilities burden each side).  There are two 
approaches for consideration: client centric (increased security 
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for the user at the expense of simplicity) and server centric 
(increased simplicity for the user at the expense of security).  

The proposal is for a server centric approach: a web API 
enabled service which can provide higher risk, very low 
assurance certificates, called Digital Certificate Lite (DCL).  
Furthermore, the use of a web API for key management 
resolves the Key Storage problem (as it is CA managed) and 
the Multiple Device Problem (since any of the user’s devices 
can access the key).   

A DCL creates a new validation class as a subcategory of 
certificate level one.  Whereas a Class 1 personal certificate is 
considered to be low-assurance, the DCL would be best 
considered “very-low-assurance”. It foregoes extensive identity 
validation but gains transparent interoperability, enabling PKI 
security functions for end users with zero knowledge 
requirements. 

 

Fig. 4. Context Diagram for Digital Certificate Lite 

A user, via a web service enabled user agent, can contact 
the DCL CA for a wide range of key management functions 
(such as public/private key pair generation, key storage, etc…) 
and certificate management (lifecycle and validation). 

It is proposed that a WOA based approach be used, with the 
bulk of the responsibility borne by the service provider.  User 
agents, such as JavaScript code in Rich Internet Applications 
(RIAs) can be delivered as code-signed modules for execution 
on the client side automatically when required.  The web 
service provider can also perform all functions on behalf of the 
client.  The increased risk can be considered worthwhile if it 
drives user adoption.  The model can be reformed in future 
evolutions. 

A. Interaction 
Two parties wish to communicate securely.  In this 

scenario, both parties are individuals lacking personal digital 
certificates.  The parties can’t trust each other to be who they 
say they are, and they can’t solve the Key Distribution 
Challenge.  It is assumed that both parties are using application 
agents that can consume RESTful Web Services (and which 
have an API key or pre-established credentials).  Party A can 
obtain a certificate (either prior to the transaction or on 
demand) via the cloud from the DCL CA.  Party B does 
likewise.  Party A and Party B can now authenticate each other, 
using the other’s DCL and the validation web service of the 
DCL CA.  

  

 

Fig. 5. Two Party Secure Communications 

Note that the preferred transport is HTTPS, which not only 
keeps the web service calls confidential, but also serves as a 
method of authentication between the consumer agent and the 
provider service.  The use of web services permits the creation 
of Enterprise Mashups, with the promise of leveraging core 
PKI functionality in long-tail issues, a realm formerly thought 
inapproachable.  Furthermore, rich internet applications (RIAs) 
can be built overtop DCL web services to provide secure, 
confidential interactions between parties on an ad-hoc basis. 

VI. CONCLUSIONS 
PKI has been prevalent for three decades but technology 

diffusion has been slow, and PKI has failed to gain the 
necessary traction for adoption by the general Internet 
community. This paper has highlighted various reasons for this 
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lack of adoption, and proposed an alternative low-assurance 
digital certificate solution to alleviate some of the technology 
barriers. We contend that a web-services based identity 
verification and authentication solution is increasingly more 
suitable in today’s environment and would integrate well with 
other cloud applications that end-users utilize on a regular 
basis. 

To enter a show, one needs a ticket.   It is no different with 
PKI; to take advantage of PKI’s full feature set, one requires a 
digital certificate.  Extending digital certificates to the masses 
through a Digital Certificate Lite approach trades barrier 
complexity for adoption simplicity, albeit at a loss of 
assurance. Such sacrifices may well be the only way for 
personal certificates to overcome the restraining forces they 
face and drive greater mainstream adoption. 
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In 2003, Philip Oechslin invented a new technology to implement 

the security attack called Rainbow table. Rainbow table is time 

memory trade off which aims to reduce the calculation happened 

during the cryptanalysis. Rainbow table reduce the required time 

for the attack, but generating of the Rainbow table required long 

time.  In this paper we try to achieve parallel implementation for 

Rainbow table using Message Passing Interface (MPI) with the 

frame work Intel Cluster Suite. The proposed system support five 

hashing algorithms, yet our case study was two windows hashing 

algorithms lm and ntlm. We used Linux operating system in RC 

computing lab and made our parallel implementation using 201 

processing unit to generate Rainbow table. We decrease the time to 

generate table from 7.1 days in sequential implementation to 46.4 

minutes in parallel implementation; as a result we achieve 221.5 

speedup.  

Keywords- Parallel processing, Security, Privacy & login, 

Rainbow tables. 

I.  INTRODUCTION  

In the last few years, security represent on the most 
important challenges in computer world. The need of security 
increases directly proportional to the increases to the attack. As 
everybody know there are different types of attacks, and one of 
the most important attacks is the attack on passwords. The 
password always encrypted using an encryption algorithm and 
the general idea of encryption algorithms is to make the 
required time to break the encrypted information not worth the 
value of the information. In the other words, the power of 
attack on password different in the required time to break the 
password; for example brute force attack considered a 
guaranteed method to break the password. The problem in the 
brute force attack it’s required a long time to break the 
password. As a result, many algorithms appeared to decrease 
the required time to breaking the password. One of these 
interesting algorithms is proposed by Philippe Oechslin in his 
paper “Making a Faster Cryptanalytic Time-Memory Trade-
Off”, Oechslin algorithm made a tread between time and 
memory space. This algorithm try to reduce the cryptanalysis 
time dramatically using Rainbow tables [1] [2] [6]. 

Rainbow tables simply is precomputed table contain many 
passwords calculated in a specific method this table used to 
cryptanalysis passwords instead of trying to attack the 
password one by on like brute force attack[7]. There are many 
implementation for Oechslin algorithm for example 
RainbowCrack [3] and Cryptohaze GPU Rainbow Cracker [4], 
but these implementation considered basic implementation of 

Oechslin’s algorithm. These implementations normally use 
normal personal computer or sometime GPU in the computer.  

II. RELATED WORKS 

One of the previous work is the RainbowCrack considered 
one of the most popular rainbow table cracker it is a general 
purpose implementation of the Oechslin’s algorithm.  
RainbowCrack project is software to crack hashes using 
rainbow table in this implementation rainbow table are sorted 
and saved in the hard disk. RainbowCrack consist of many 
software for example rtgen program  which used to create 
rainbow table, rtsort program which used to sort the given 
rainbow table after loading it to memory and rtcrack which 
used to crack a specific hash or hashes list using the sorted 
rainbow table. RainbowCrack is efficient implementation to 
rainbow table but it need a long time to generate the table days 
or weeks depending on the options for creating the table which 
depend on the types of passwords want to cracks[3][8].  

Another interesting work in this field is the thesis of 
Michael S. Taber, “Distributed Pre-computation for a 
Cryptanalytic Time-Memory Trade-Off” in his work Taber 
made parallel implement for RainbowCrack using local 
network on windows operating system. This implementation 
include three hashing algorithms lm, md5 and SHA1 [9]. 
However this thesis present an efficient implementation for 
RainbowCracker, but it not supports some important hashing 
algorithms for example ntlm. 

Edward R. Sykes in his paper “An improved parallel 
implementation of RainbowCrack using MPI” shows another 
implementation for RainbowCrack. He made parallel 
implementation of RainbowCrack using SHARCNET 
supercomputer. And he showed the implementation of 
generating windows hash of length 14 characters by decreasing 
the required time to generate the table [10].  

In this paper we made a development for Taber thesis we 
make generation rainbow table for supporting more algorithms, 
then support sorting and cracking features. With support other 
operating system for example Linux. Then after sequential and 
parallel implementation for rainbow table completed we test 
the generated tables and get the same result. Our test achieved 
by cracking windows 7 and windows 8 login passwords which 
encrypted using ntlm algorithm. 
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III. SOLUTION DESIGN 

Our solution will focused on using parallel processing to 
generate Rainbow table. first we will describe the sequential 
implementation then the parallel approach. 

A. Rainbow Table sequential generation 

In our solution we focused on generating rainbow table 
using MPI. The algorithm of creating rainbow table is illustrate 
in the following steps: 

List (1): Generating rainbow table. 

1- Start  

2- Generate password plain text rang space. 

3- Pick a random location in plain text rang space and get the 

real value for plain text 

4- Calculate hash value for selected text  

5-  Reduce hash to a new location 

6- if not reached chainlength go to step 3 

7- store first plain text and last hash value in rainbow table 

generating rainbow table is a complex process figure (1) can 

help to simplified this process: 

 

Figure generating rainbow table [1] 

 

Where the simple H represent a specific hashing algorithm. Our 

solution support five algorithms: md4, md5, sha1, lm and ntlm. 

And the symbols R1, R2 and R3 represent reduction function; 

the only condition for reduction function is that to return value 

within the range of the password plain text. The process start 

from the beginning of the chain and repeated number of times 

equal to chain length. And finally only two values will be 

stored in rainbow table which is chain start and last hashed. 

RainbowCrack consists of the following components [9] [3]: 

rtgen: program to generate rainbow tables. 

rtsort: program to sort rainbow tables generated by rtgen. 

rcrack: program to lookup rainbow tables sorted by rtsort 

All these programs can run either sequential or multithread and 

rtgen is the program required the longest time of Oechslin’s 

algorithm this program take the largest ratio of the time.  

The last section represent the sequential implementation for 

Oechslin algorithm for generating rainbow table. Our work is to 

enhance this implementation we use Master-Worker parallel 

implementation for this algorithm. In our implementation the 

master as specific function and the workers (slaves) has 

different function. We will summarize these function as 

following 

B. Master does the following functions: 

1. Send task to a worker: sending a start of the chain 
and the client will do the calculation.  

2. Get next task and 

3. Until complete the total number of chains. 

4. Receive task result from any worker: it mean the 
master receive portion of the rainbow table from 
each client then combine these portions to single 
rainbow table. 

C. Worker does the following functions: 

1. Receive task from the master. 

2. Compute task results: by creating temporary file 
and each row this file contains tow values 
represent the start point and the end point of the 
chain. The calculating of the end point explained 
in List (1). 

Send results to the master by sending the generated rainbow 

table portion to the master. 

 

After generating rainbow table it need to sort the table to reduce 

the searching time. Then we use the generated rainbow table to 

crack the windows 7 and windows 8 hashed passwords. We 

obtain windows password using “quarkspwdump” software, 

which is open source program we can easily configure and use 

to obtain the password to be cracked. 

 

IV. RESULT ANALYSIS 

The sequential implementation in our work was done using 

Windows 7 operating system and the specification of the 

computer was CPU used “Intel Xeon E312xx (Sandy Bridge) 

2.6 GHz” and the memory size is 4G. While in parallel 

implementation we used Research Computing Laboratory (RC 

computing lab) which is a computing environment provide by 

RIT used to provide high resources and make parallel 

processing experiments. According to their website the 

specification of RC computing lab is [5]: 

 250 core HPC cluster with 1.3 TB of RAM and 10 

Gig interconnect  

 64 port 10 Gigabit switch  

 70 TB of network attached storage  

We implement different algorithms using different parameter. 

The parameters we used in our implementation is  

hash_algorithm: represent the algorithm used to create the 

table we support five algorithms they are md4, md5, sha1, lm 

and ntlm  
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charset: represent all possible characters for the plaintext of 

the password we want to crack.  

minlen: Minimum number of characters of the password. 

maxlen: Maximum number of characters of the password. 

table_index: the Index value refers to a number between 0 and 

key space max -1, and it is used to prevent collisions between 

different rainbow tables. 

chain_len: Chain length which represent the number of hashes 

stored in each chain. 

chain_count: Number of Chains can be stored inside Rainbow 

Tables The more chains we create, the more hashes we can 

crack. 

After making different type of experiments we get the 

different results here we try to focus on ntlm algorithm 

because we used this algorithm to crack windows 7 password. 

The result of sequential implementation using single core 
is:. 

 

# Algorithm Charset Min 

len 

Max 

len 

Chain 

len 

Chain 

count 

Generation Time Generated 

file size 

Minutes Days 

1 Ntlm alpha 1 7 10000 10000000 816.62 0.22 152 MB 

2 Ntlm ascii-

32-95 

1 14 10000 100000000 10290.65 7.14 1.48 GB 

 

The result of parallel implementation using 201 core one 
for Master and 200 workers is: 
# Algorithm Charset Min 

len 

Max 

len 

Chain 

len 

Chain count Generation Time Generated 

file size 

Minutes 

3 Ntlm alpha 1 7 10000 10000000 3.38 152 MB 

4 Ntlm ascii-

32-95 

1 14 10000 100000000 46.45 1.48 GB 

V. DISCUSSION 

From the previous results we see huge decreasing of the 

generating time of the rainbow table because the calculation of 

each chain is independent of calculation of other chains i.e. 

this rainbow table generation is massively parallel problem.  

We can reduce the Generation Time of 152 MB of data from 

816.62 Minutes in sequential implementation to 3.38 in 

parallel implementation. And reduce the Generation Time of 

1.48 GB of data from 7.14 days in sequential implementation 

to 46.45 Minutes in parallel implementation 

 The Speed up and the efficiency in this implementation is:  

Case Sequential time Parallel time Speed up Eff 

#1 & #3 816.62 3.38 241.19 1.19 

#2 & #4 10290.65 46.45 221.53 1.10 

 

Some difficulties in such programs is the debugging problem 

which is one of the hardest difficulties in this work; Microsoft 

supports MPI debugging in Visual Studio 2010 but it stops 

supporting MPI debugging in Visual Studio 2013. And there 

are many developer ask to return this feature in the following 

versions of visual studio. 

VI. CONCLUSIONS 

 

Rainbow Table represent an efficient method to attack 

passwords, it reduces the time of breaking the hashed password 

because it is precomputed and stored in memory. Creating the 

rainbow table needs a large amount of time. We use parallel 

processing to decrease the required time to generate rainbow 

table. As a recommendation we suggest after our experiment in 

this work we suggest: 

 

 Using longer password 

 Using more complex password 

 We need more advanced login technique.  

 

VII. FUTURE WORK 

 

As a future work for this work we are planning to implement 

the crack operation in parallel using MPI. Beside, making this 

system support other algorithms .And create better user 

interface to provide easier use for the program for example 

design web based application for this program. 
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Abstract— The safeguarding of the confidentiality of 
information and data in an information system has become a 
major factor nowadays. Indeed with the omnipresence of data 
processing, the setting on line of the applications, the challenges 
of security have also become considerable. 

The access control is a mechanism which governs the way in 
which data or information must be exploited. It defines and gives 
authorizations and prohibited accesses. To define or adapt a 
model of access becomes impossible to circumvent in order to 
guarantee an optimal security for an information system. 

With the growth, the diversity and the wealth of information 
systems, the traditional models of access control show 
considerable limits. These limits contributed to the birth of other 
models that are more adapted to our needs. 

In this article we propose a model of access control that we 
will set up for in order to deal with the progression of a flow in 
information system. This model is based on a cutting of the way 
traversed by a flow in several stages. The passage of a stage has 
another east governed by rules and conditions. This model makes 
it possible to challenge the abnormal behavior during the 
execution of an operation. It is based on the checking of the 
legitimacy of the presence of an entity in one of the stages of the 
system. 

 
Keywords— Security, Authentication, control, model, 

scenario, transaction. 

I. INTRODUCTION 
 
The access to the resources and data of a system is 

regarded as a very important and critical act. It is authorized 
only by the people having necessary and eligible rights. These 

rights of access to the resources are granted to the users, and 
they are governed and controlled by models of security 
measures in order to intercept any intrusion. 

 
The model of security is a process which aims to fulfill the 

requirements of information systems in terms of security. It 
consists of setting up means to guarantee its security and its 
reliability. A wide range of organizations lay and set up 
security policies governing their information systems in order 
to control the risks related to any eventual intrusion. 

In this context, the installation of the models of access 
control is often governed by legislative texts [15].One can 
quote for example the Directive 95/46/EC of the European 
Parliament on the protection of the individuals taking into 
consideration treatment carried out on personal data [16] and 
the American directive HIPAA (federal Health Insurance 
Portability and Accountability Act) which is particularly more 
concerned with data protection of health [17] [15]. 

 
Several access controls were suggested, we present in this 

article certain traditional models, and we show their limits 
compared to the attacks. Thereafter we propose a model of 
access control which perfectly meets our needs, in order to 
guarantee the security of progression of flow during a banking 
transaction. This model aims at intercepting the attempts that 
target the access of both the resources and the significant data 
that is not authorized. 
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We are interested in this case study by (I) authentication 
“to check the identity of the user who reaches the system”, (II) 
the authorization “to check the rights of access that are 
deemed necessary and enabling to exploit the resources of the 
system”, (III) the traceability to fight against the impostures of 
right. 

This article will be presented as follows: in the second 
section we will present a forceful review of literature about 
various models of access control. In the third one we will 
present the model that we propose. Finally we will finish by 
concluding and giving some proposals for further research and 
investigation. 

 

II. BACKGROUND 
The information system security makes it possible to tally 

the environment of users of its resources. It guarantees that a 
resource (hardware or software) is not used within the 
framework envisaged. It represents the whole array of means 
deployed for, at the same time to guarantee, to preserve, and to 
restore an information system. 

Several techniques are used to guarantee security, among 
which is the cryptography and access control, during the 
information flow. We are basically interested in this work in 
the access control. 
 
The monitoring system of access is a process of control of 
attempts at access. It guarantees the following properties of 
security [22]: 

• Integrity: The data must be the same as one might 
expect it to be, and do not have to be faded in a 
fortuitous or voluntary ways. 

• Discretion: Only the authorized people have access to 
information which is intended to them. Any 
undesirable access must be prevented. 

• The availability of service: The system must function 
without errors during the limits of use envisaged, to 
guarantee the access to the services and resources 
installed with the response time expected.[ITS 91, 
CTC]. 

 
In order to reinforce the protection of the resources, 

various entities intervene. Initially the subjects which are 
human users or the processes of data-processing which work 
for them [1].Also called active entity, it has rights of access to 
objects and requires to reach them. A subject can be regarded 
as object since it is likely to be handled by another subject 
[ITS 91, CTC]. 
We also quote the objects. They are passive entities of the 
system. They contain or receive information [1], from 
wherever the need for being protected arises [ITS 91, CTC]. 

 
In this literature, we have found out several models of 

access that exist; we can classify them in three main families 
of security models. Discretionary model DAC (Discretionary 
Access Control) [10], the obligatory model MAC (Mandatory 

Access Control) and the model containing roles RBAC (Role-
Based Access Control) [3]. 

 
Discretionary model DAC grants the person in charge of 

“information” property the rights of access, of handling and 
the possibility of propagating information with the others 
according to its discretion. 
The rights can be granted by this person in charge to each user 
to groups’ user, or to both. A subject which holds the rights of 
handling an object has the freedom “with its discretion” to 
share the authorizations at its disposal with other subjects [3]. 
Among the discretionary models most known we find: 
The Model of Lampson, it is based on three principal 
components to define the access control [4]: 

• A set of objects “O”: These are the properties of 
the system protected. Each object with a single 
identifier; 

• A set of fields “D”: In fact the properties have 
access to objects; 

• A matrix of access “M”: Stamp operations of 
access.[4] 

 
The components (Object, Field and Matrix) are controlled 

by a set of rule determining the way in which the entries of the 
matrix can be exploited [4]. 

 
The HRU model uses a matrix of traditional access similar to 
that of Lampson, and then it adds orders in order to carry out, 
under condition, the basic operations for the automated 
updates of the matrix of access [12]. 
 

The model of Graph privileges was proposed in 1994 
by Mr. Dacier [13].Its principle is simple, a node X represents 
the whole of the privileges granted to a user. An arc of a node 
X with a second Y represents the right for the user having 
privileges X to extend them to obtain those of the node Y, by 
applying the rules of access controls [6]. 
 
           Although model DAC represents the advantage of 
being extremely flexible, it nonetheless shows an important 
disadvantage. Indeed the DAC allows an insurance on the 
protection of flows in a system, it is possible also that certain 
access control indicated in the authorizations is to be deviated. 
This failure is due to the fact that a user having certain access 
authorization can thereafter communicate a resource with 
other users who do not have the necessary authorizations to 
reach there. Moreover, it is very useful to make the distinction 
between the users and the subjects. A user is a passive entity 
which generates subjects or processes which are in fact active 
entities having authorizations, and which carry out operations. 
To do without this distinction, it makes the system vulnerable 
to malevolent attacks such as Trojan horses. 
Thus, DAC is more likely to be adapted for the systems having 
the resource sharing that is more important than protection. 

The model of obligatory access control MAC defines 
the rules impossible to circumvent, governing the rights of 
access to the objects by subjects. These rights are not defined 
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by the creator of the data but by the administrator of the 
system [7]. This fact restricts the privileges of a subject on the 
objects which belong to him [2]. 

Among the MAC models, we can quote the Bell-
LaPadula model .This model was proposed for the first time 
by David Bell and Leonard Lapadula in 1973 [11]. It was 
elaborated in 1975 by the American Department of Defense 
[14].It is based on an approach which takes care to protect 
information against the disclosure in an information system. 
The objective of this model is to preserve the confidentiality of 
an object protected against the unauthorized accesses of the 
subjects [6].It defines constraints to supervise applications in 
order to prevent the attack by Trojan horse against 
confidentiality [8]. 

In this model the subjects and the objects are 
classified according to a level of security measures. For each 
object one grants a security level in form (Level of 
classification, Ensemble of categories).The subjects are 
characterized by a maximum security level and a current 
security level likely to be changed dynamically. The various 
levels of classification are ordered by the relation “<”, 
example: not classified < confidential < secret < secret signal. 

 
The obligatory model MAC shows serious limits 

because of restrictions on the actions imposed by its system. It 
does not allow modification dynamics of the rights and 
requires that the system and its user be worthy of confidence 
beyond the framework of the model [14]. 

In the model containing roles RBAC, the role is the 
central concept of the security policy [19]. For each role, one 
grant a set of rights and permissions, and the users see 
themselves allotting one or more roles, which makes it 
possible thereafter to reach the right given to their roles 
(figure1). Contrary to the model of the discretionary access 
control, the policy based on RBAC does not apply directly to 
the users [18]. 

 
RBAC was criticized for the following reasons: 

• The generic absence of structure of permissions. 
Those are regarded as dependent on the concrete 
application of the model [2.19]. 

• The concept of hierarchy of role is somewhat 
ambiguous. In general, the hierarchy of the roles does 
not correspond completely to the organizational 
hierarchy. For example, the director of the hospital 
plays an administrative role higher than the role of 
doctor. For as much, a director of the hospital is not 
necessarily a doctor, thus he is not feasible to grant to 
the director the permissions of the doctor [2.19]. 

 The distinction between the concept of role and that 
of group is fuzzy [2.19]. 

 Impossibility of expressing permissions and in 
particular permissions which depend on the context. 
Consequently, it would be difficult to specify that a 
doctor has the permission to reach the medical record 
of a patient only if the latter is its patient [2.19]. 

To conclude, although these models offer an 
important security level for certain systems. In very 
significant operations such as banking transactions, 
not only the attribution of a right to an entity must be 
controlled but also, the presence of this entity in this 
stage of the operation is legitimate. The model that 
we will propose defines a control mechanism of 
access which at the same time allows to control the 
attribution of the authorizations and to check the 
legitimacy of the presence of an entity in a stage of 
the system. 

 

III. APPROACHES AND MODEL PROPOSED 
 

Let us recall that the model of access defines rules which 
govern good performance and the transmission of flows in the 

system. These rules are specified in terms of instructions. 
The installation of a model of access control requires a milked 
multiphase approach each one with a different level of design, 

while being based on the following concepts [2]: 
• Security policies: It consisted of the whole laws, rules 

and practices which govern the treatment of the 
sensitive information and the use of the resources by 
the hardware and the software of the system 
[1].Within the framework of our work we are 
interested in logical security policies achieved by the 
system itself. 

• A model of security: It is composed of a formal 
expression of the rules of the security policy, it makes 
it possible to show theorems concerning the security 
of information [1]. 

• Mechanisms of security: those define the low 
functions level (software and hardware) making it 
possible to implement the controls imposed by the 
security policy [2]. 

 
The development of a monitoring system of access is based on 
the three concepts quoted above, which offers different 
security level with several advantages [6]. Consequently, , on 
the one hand, it offers the possibility of making a comparison 
between the various security policies, and on the other hand, it 
enables us to combine the implementation of multiple security 
policies, which brings more flexibility [2]. 
 
The evaluation of the security of an entity will always be done 
according to the known criteria of security, namely 
confidentiality, integrity, availability and traceability. 

A. Presentation of the access model with the checking of 
scenarios “AMWCS”: 

1) Stage  and Scenarios: 
An action in an information system can be regarded as a set 

of phases of progression. A stage can be a phase or set of 
phases progression of a flow in an information system. The 
succession of these stages of progression defines a scenario. 
This latter makes it possible to represent any action or 
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progression of flow. In a system one can count the operations 
authorized and thereafter the possible and authorized 
scenarios. The graph of scenarios is the chart of the scenarios 
of legitimate access in an information system. 

The model that we will propose is based on a mathematical 
modeling of the graph of scenario, in order to detect abnormal 
behaviors of the system. 

  

B. Development of model “AMWCS”:  
Model AMWCS is based on a procedure which takes care of 

making sure that the behavior of a subject is authorized and 
that all the rights it has in the course of its progression in the 
system have ben acquired legitimately. 

The AMWCS shares the access to the system in several 
stages; the rights and privilege of access are not to be allotted 
directly to the users. They are generated in the stages in which 
these rights are necessary. Consequently, the acquisition of a 
right of access passes through the activation of the stages 
which hold them. The activation of a stage is the acquisition 
of the authorizations to be there. These rights are created by 
the administrator of the system. 

C. The principle of the  “AMWCS”: 
The development of the AMWCS is based on a chart of the 

stages of progression of the flow defined by the administrator 
of the system. It offers paramount information, which of the 
possibilities, predefined to us, passage or progression between 
the stages. This information makes it possible to check, at a 
given moment, if a subject S, in a stage I.E.(internal 
excitation) respects the way it is authorized either to be there 
or not. The following figure represents a graph of stages 

 
 

 
Figure 1. Stages of graph 

The root of graph “EC.” represents a slap of confidence, it 
is considered without possible hazard, stage of starting, with 
privileges and authorizations. These authorizations make it 
possible thereafter to reach other stages according to the 
predefined scenarios, by guaranteeing a correct operation and 
an authorized system. 

 

D. Formal representation of the Model: 
In order to better be able to exploit this approach which is 

based on a graph of scenarios, we have converted this latter 
into a matrix “Stamps access” with same information offered 
by the graph of stages. 

 

 
Property of the matrix: 
It is said that there is a direct way of Ei  to Ej  if                 

M (I, J) =1; 

                       
 
Information passes in only one direction       ܯ ݅ݏሺ݅, ݆ሻ ൌ

,ሺ݆ܯ ݏݎ݋݈ܽ 1 ݅ሻ ൌ 0    
And if K such as M (J, K) =1 then M (K, I) =0 

 

          
 
 
The following figure represents the matrix of access of the 

graph of stages defines: 
 

 
Figure 2.  Access matrix 

The development of a matrix approach enables us to 
develop a mathematical model which defines the rules of 
checking of the progression of a flow. 

 

E. Mathematical approach of checking of the scenario of 
access 

 
The AMWCS consists of checking if the progression of a 

flow in a system is legitimate according to the predefined 
scenario 
To traverse a scenario amounts successively activating stages 
one after the other. A user of the system cannot activate more 
than only one stage at the same time. 
An activated stage I.E.(internal excitation) makes it possible as 
a consequence to activate the following stage Ej on condition 
of having a direct way in-between. The activation of Ej 
decontaminates I.E.(internal excitation) automatically. 
A course or a scenario is legitimate if and only if, the passage 
of a stage I.E.(internal excitation) has another Ej, in this same 
scenario that is authorized. In other words there should exist a 
direct way between I.E.(internal excitation) and Ej. 
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Activation of a state:  
     
So Active (I) =0 ↔ stage I.E.(internal excitation) is 

decontaminated. 
So Active (I) =1 ↔ stage I.E.(internal excitation) is 

activated. 
So Active (I) =1 ↔ ׊ j≠i Activates (J) =0 

 Function of activation of I via J: 
                      ݂ሺ݅/݆ሻ= M (J, I) *Active (Ej) 
ሻ݅ܧሺ݁ݒ݅ݐܿܣ                      ൌ ݂ሺ݅/݆ሻ  
ሻ݆ܧሺ݁ݒ݅ݐܿܣ                     ൌ 0 

 A stage I.E.(internal excitation) can be activated 
(Activated) ↔ activates (I.E.(internal excitation)) =0 
and J such as active (Ej) =1 and M (J, I) =1 

The figure above represents a progression of flow 
governed by the AMWCS. A user holding a set of privileges 
can reach a stage. In this latter case, the user can carry out a 
set of operations generated by this stage. The successful 
execution of these operations enables the acquisition of 
another privilege and thereafter the activation of the following 
stage of the scenario. 

 
 

 

Figure 3. Progression of flow 

F.   Application of the model to the E-banking transaction: 

With the increase of frauds related to the payment on 
Internet, the banks deploy solutions to reinforce strong 
authentication of these customers online. During our former 
work, we suggested a solution which consists of combining an 
application which exploits the EMV functionality of a smart 
card, with a card reader BASIC [20] which allows the 
customer to authenticate himself on the Web site of the bank 
and to sign transactions online, either on this same site or on a 
trader site. 

To reinforce Security with the turns of our solution using 
AMWCS for its implementation in order to interception of 
intrusion which seeks to remove a passage of authentication. 

 

1) Operating process of the software one: 
The solution that we proposed operates in the following 

way. A user who wishes to authenticate himself on a website 
in order to carry out purchases, has to be redirected towards 
the website of his bank, this latter shows him the instructions 
to be followed in using the software. The user east invites to 
connect his BASIC reader card and to insert his chart inside. 
Then he is asked to provide both his PIN and supplementary 
data provided by the page of the bank “Challenge”. The 
software provides an answer in the form of a token, “One 
Time Password” (OPT). The latter must be introduced into the 
website of the bank in order to validate this answer and to 
accept the authentication of the holder of the chart, and to 
accept the transaction. The following figure shows the 
operation of the software: 

 
 

 
Figure 4. Application diagram 

 
1) Stages of progression of access of the application: 

In this section we will cut out the operations of our software 
in succession of a progressive stage. In order to make an 
enumeration of the functions of the application, a description 
of the scenario of use of the system is essential.  

  
Scenario of use: 
    The user starts with the insertion of his bank card in the 
reader. The system detects the chart and checks the 
organization from which it emanates. Once the chart is 
detected, the system controls its validity by checking its 
expiration date. Once the chart is judged valid, we proceed to 
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control the holder by asking for the chaPIN. In end if the PIN 
is correct the system provides the user with an answer and 
proceeds to the cryptic process and returns an answer which 
makes it possible to the financial organization to validate the 
transaction. The chart below represents the distributions of the 
functions on the stages: 

TABLE I.  DISTRIBUTIONS OF THE FUNCTIONS 

Stages Functions 

EC. 

     1.      Card detection 

2.      RESET Application  

E1 

3.      RED RECORD 

4.      Checking expiry dates  

E2 

5.      Get Dated 

6.      Checking PIN COUNT 

7.      Verify PIN 

E3 8.      Challenge encryption /Response 

 
In our system there is only one scenario to respect in order 

to validate a transaction, below, figure 7 presents the graph of 
the scenarios and the matrix of access which corresponds to 
him. 

 
 

Ec E1 E2 E3
Cc 1 1 0 0
E1 0 1 1 0 
E2 0 0 1 1
E3 0 0 0 1

 

Figure 5. Graph of scenarios and its matrix of access 

 
 First stage EC contains useful functions for the 

detection of the chart in the reader, it is the stage 
of starting of our application. 

• Starting data: 
Activate (EC.) =0 

• Conditions of activation: 
  Execution successfully of the functions generated by EC. 

 
• Activation of EC.: 

Activate (EC.) =1 
 

 The E1 second phase, activated by stage EC. It is 
reserved for the reading of public information, which 
is readable also on the chart. During this stage the 
software checks the validity of the chart which carries 
out the transaction. The risk during this stage is to use 

a nonoperational purchasing card, this can be done by 
eliminating this operation by a jump from code. The 
AMWCS can detect this jump, which means also the 
jumping of stage and by consequence one cannot 
activate the following stage E2. 

• Starting data: 
Activate (E1) =0 and Active (EC.) =1 
• Conditions of activation: 

    If J such as Active(Ej)=1 and M(Ej, E1) =1 
        Then execution successfully of the functions generated 

by E1. 
 

• Activation of E1: 
݂ሺܿ/1ሻ= M (C, 1) *Active (EC.) 
1ሻܧሺ݁ݒ݅ݐܿܣ   ൌ ݂ሺܿ/1ሻ  

ሻܿܧሺ݁ݒ݅ݐܿܣ             ൌ 0 
 

 The E2 stage can be activated only by E1. The 
checking of the validity of the expiration date carried 
out previously in the E1 stage enables us to go up in 
the scale of sensitivity of information. During this 
stage one will exploit very significant and very 
important functions such as the checking of the PIN. 
This passage is very critical for the continuation of 
the operations. Indeed the checking of the PIN is the 
means which one has for the authentication of the 
card holder, before exploiting the functions of 
decoding existing in the bank card. The activation of 
the E3 stage is conditioned primarily by the 
validation of this stage “E2”. 

• Starting data: 
Activate (E2) =0 and Active (E1) =1 

 
• Conditions of activation: 

           If J such as Active (Ej) =1 and M(Ej, E2) =1 
          Then execution successfully of the functions 
generated by E2. 

• Activation of E2: 
݂ሺ1/2ሻ= M (1.2) *ACTIVE (E1) 

1ሻܧሺ݁ݒ݅ݐܿܣ           ൌ ݂ሺ1/2ሻ  
1ሻܧሺ݁ݒ݅ݐܿܣ            ൌ 0 
 

 The E3 stage is only activated it was preceded by E2. 
During this stage one will exploit functions of 
encoding which lies in the chart. These functions 
allow us to crypt the challenge provides at the time of 
the transaction, and an answer returns, which makes 
it possible the bank to check our authentication. 

• Starting data: 
                          Activate (E3) =0 and Active (E2) =1 

 
Ec  E1  E2  E3

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 8, August 2015

44 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

• Conditions of activation: 
   If J such as Active (Ej) =1 and M(Ej, E3) =1 

 Then execution successfully of the functions generated by E3. 
 

• Activation of E3: 
݂ሺ2/3ሻ= M (2.3) *ACTIVE (E2) 

2ሻܧሺ݁ݒ݅ݐܿܣ          ൌ ݂ሺ2/3ሻ  
2ሻܧሺ݁ݒ݅ݐܿܣ           ൌ 0 

 

IV. CONCLUSION 
In this article, we presented a model of access being based 

on an original concept that is not approached yet by the 
existing models. This model that we proposed, is called 
AMWCS, and it focused on the attribution of the rights such as 
the concept of scenario checking in order to legitimate the 
presence of an entity in a stage of progression of the system. 
Indeed the existing models have focused on the manner of 
attribution of the rights to an entity, without taking into 
account if its presence in the system is authorized. This model 
is based on a matric representation of the authorized scenarios, 
of progression of flow in the system. This one has enabled us 
to formulate a function which starts from the vectors of the 
matrix at a given stage, to extract the former and latter stages 
This information is essential in order to authorize our 
progression. The attribution of the rights on the objects, in our 
model, is done in an evolutionary way in the system. Indeed 
each stage generates the whole necessary rights and 
authorizations in order to exploit these functions. 
Consequently to have a right it is necessary to activate the 
stage which has that right. From our point of view, one plans 
to include the notion of the roles in combination with the 
matrix of access and a matrix of right in order to improve the 
requirement in Security, and to cover the property of 
availability of the objects. 
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Abstract— This paper presents methods for identifying 
facial expression. The objective of this paper is to present a 
combination textuture oriented method with dimensional 
rdcution for identifying facial expressions. Conventional 
methods have difficulty in identifying expressions due to 
change in the shape of the cheek. By using simple two 
dimensional image analysis , the accuracy of the expression 
detection becomes difficulty. Without considering the three 
dimensional analysis, by using texture extration of the 
cheek, we are able to increase the accuracy of the 
expression detection. In order to achieve the expression 
detection accuracy, Gabor wavelet is used in different 
angles to extract possible texture of the facial expression. 
The texture dimension is further reduces by using Fisher’s 
linear discriminant funciton for increasing the accuracy of 
the proposed method. Fisher’s linear discriminant function 
from transforming higher dimensional feature vector into 
two-dimensional vector training and identifying 
expressions. Different facial expressions considered are 
angry, disgust, happy, sad, surprise and fear are used. 
These expressions can be used for security purposes. 

Keywords-component; Fisher’s linear discriminant function, 
Wavelet Gabor filter. 

I.  INTRODUCTION  
Man communicates to another person using 

expressions. In this expression, words are mixed along with 
facial muscle movements. Computers are “emotionally 
challenged”. The universal expressions are classified based on 
Love-fear. Some of the basic expressions are angry, happy, 
fear, disgust, sad, surprise and neutral. There can be many 
types of unlimited expressions which can be observed from 
the face of actors and actress. They are embarrassments, 
interest, pain, shame, shy, anticipation, smile, laugh, sorrow, 
hunger, curiosity. Different techniques can be adapted for 
expressing anger. This can be like Enraged, annoyed, anxious, 
irritated, resentful, miffed, upset, mad, furious, and raging. 
Similarly, Happy can be through joy, greedy, ecstatic, 
fulfilled, contented, glad, complete, satisfied, and pleased. 

In addition, Disgust be presented by contempt, 
exhausted, peeved, upset, and bored. The angry can be shown 
through brows by lowering and drawing together, with 

Vertical lines appearing between the brows, lower lid highly 
tensed, eyes hard stare or bulging, lips can be pressed firmly 
together with corners down. During happiness, the corners of 
the lips appear to be drawn back and up. The mouth is parted 
with teeth exposed. A wrinkle runs from the outer nose to the 
outer lip. Meanwhile, the cheeks are raised, and the lower lid 
shows wrinkles.  

 

II. RELATED WORK  
Standard methods like static and dynamic techniques have 
been used earlier by researchers in identifying expressions. 
Bayesian technique has been used as an important static 
method. Ravi et al, 2011, gave a comparative study and 
analysis of ‘Facial Expression Recognition Technology’ along 
with its progressive growth and developments. Oliveira  et al., 
2011, proposed a novel method called two-dimensional 
discriminant locality preserving projections (2D-DLPP) is 
proposed that can best discriminate different pattern classes. 
Cheng et al,, 2011, proposed a Gaussian Process model for the 
facial expression recognition in the Japanese female facial 
expression dataset and found successful classification of facial 
expression. 

Klaus and Ursula, 2011, report the development of a rapid 
test of expression recognition ability, the Emotion Recognition 
Index (ERI), consisting of two subtests: one for facial and one 
for vocal expression recognition. Ruffman, 2011, presents that 
recognition of expression in still photos provides important 
information about young-old differences, and has sufficient 
ecological validity to explain age differences in a number of 
social insights.Bänziger et al., 2012, discusses an overview of 
some of the major emotion expression (EE) corpora currently 
available for empirical research and introduces a new, dynamic, 
multimodal corpus of expression expressions, the Geneva 
Multimodal Emotion Portrayals Core Set (GEMEP-CS). 
Schlegel et al., 2012, studied on expression recognition ability 
(ERA) that can inform the measurement of the expression 
perception component in emotional intelligence.  

III. PROBLEM DEFINITION 

 
Many techniques have been developed over a period of facial 
expression recognition and applied for various situations. In 
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this paper, an effort is made to know the feasibility of 
identifying expressions from South Indians. 

IV. THE SYSTEM SETUP  
The implementation of the expression identification system 

includes detection of the image, training the images for 
recognition and testing the image for identification  

1. Image Detection  
A face has to be detected in a captured image. Once 

detected, the image region containing the face is extracted and 
geometrically normalized. Images have been acquired using a 
standard digital camera. The expression of a person under 
different conditions are presented in Figures 1-6 shows some 
of the training images. 

 

 
Figure 1 Angry 
expression for 

different situations. 

 
Figure 2 Disgust 

expression in 
different situations 

 
Figure 3 Happy 
expression in 

different situations 

 
Figure 4 Sad 
expression in 

different situations 

 
Figure 5 Surprise 

expression in 
different situations 

 
Figure 6 Fear 
expression in 
different situations 

 

The statistical values of the frames of each facial expression 
are presented in Figures 7-12. The summed difference between 
adjacent frames is plotted for the expression “Angry” in 
Figure7. 

 
Figure 7 Difference values for the expression ‘Angry’ 

 
Figure 8 Difference values for the expression ‘Disgust’ 
 

 
Figure 9 Difference values for the expression ‘Fear’ 

 

 
Figure 10 Difference values for the expression ‘Happy’ 

 
Figure 11 Difference values for the expression ‘Sad’ 
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Figure 12 Difference values for the expression ‘Surprise’ 

 

The Figures 6-12 show that there are some variations 
of information in the successive frames. In reality, the 
variations can be due to change in the lighting conditions, or 
other factors. However, we have assumed that the lighting 
conditions are constant. Hence, the difference in variations of 
the graph indicates some movements in the skin of the face 
and movement in the lips. The person does not move her head 
rather than the only face.  

The Figure 13 indicates there is overlapping of the 
difference values calculated for the successive frames for all 
the six expressions. The plot shows there is a variation in the 
contents of the frames. 

 
Figure 13 Comparisons of the difference values of the 

successive frames for six facial expression expression (FEE) 

 

 
 
 
 

 
Figure 14 Design of feature extraction 

 

2. Feature Extraction by Rotational Wavelet Gabor Filter  

 Facial texture segmentation plays an important role in 
recognizing and identifying a material, type of characteristic 
for particular image. Wavelets are employed for the 
computation of single and multi-scale roughness features 
because of their ability to extract information at different 
resolutions. Features are extracted in multiple directions 
using directional wavelet obtained from partial derivative of 
Gaussian distribution function. The first and second 
derivative wavelets are used to obtain the features of the 
textured image at different orientations like 0ْ, 45ْ, 90ْ and 
135ْ and scales such as 1, 2 and 4. 

 Facial segmentation procedure partition an image into 
constituent object that is used to find the regions of interests 
using K-means algorithm. The schematic flow of the 
extracting energy feature from the textured image is given in 
figure 14.  
 

2.1. PREPROCESSING 

Preprocessing is done for the removal of noise from 
image using Gaussian smoothing function. In designing 
Gaussian filters the mask weights are computed directly from 
the Gaussian distribution, given by equation (1) 

}
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exp{)s,y,x(

2

22 +−
=φ

  

  
(1) 

Where y,x are  directions, and  s is the scale  
An overlapping moving window size of NxN is used 

for preprocessing. The coefficient value at the center of the 
mask is made equal to one by a suitable multiplication factor. 
When performing the convolution, the output pixel values 
must be normalized by the sum of the mask weights to ensure 
that regions of uniform intensity are not affected. 
 
2.2 Directional roughness feature 
 A wavelet from the exponential wavelet family is 
used for the computation of roughness features. The 2-D 
Gaussian smoothing function from equation (1) is partially 
differentiated with respect to x and y to calculate the first 
order partial derivatives of the smoothing function along x-
axis and y-axis. 
Along x-direction (0°) 
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  Along y-direction (90°)  
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  (3) 
Gradient component or the filtered version of the original 
image in direction 0° and 90° is calculated by convolving the 
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original image f(x,y) with the partial derivative filters along x 
and y directions. 

)y,x(f*
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   (4) 
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)y,x(f*)s,y,x(W90 ∂
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=        

   (5) 
The filtered version of the original image along other 
directions other than 0° and 90° is calculated by using the 
linear combination of equations 4 and 5 and is given in 
equation (6) 
 

θ+θ= sin)]y,x(f*)s,y,x(W[cos)]y,x(f*)s,y,x(W[)y,x(f*)s,y,x(W 9000

  (6) 
Where θ  - is the directional angle 

Similarly, the second order partial derivatives of the 
smoothing function is calculated along the directions (0o, 90o), 
(0o, 0o) and (90o, 90o). The second order partial along the 
direction (0o, 90o) is obtained by partially differentiating W0 
(x, y, s) with respect to x as given in equation (7) 
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  (7) 
The second order partial along the direction (0o, 0o) is obtained 
by partially differentiating W0 (x, y, s) with respect to x as 
given in equation (8) 
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     (8) 
The partial along the direction (90o, 90o) is obtained by 
partially differentiating 
W90 (x, y, s) with respect to y as given in equation (9) 
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      (9) 
The filtered version of the original image along other 
directions is obtained by the linear combination of the 
equations 7, 8 and 9 as given in equation (10) 
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 (10) 
The gradient component along any directions is found by 
using the equations 6 and 10. The two wavelet transforms of a 
function )y,x(f  at scale s and direction θ are calculated as 
given in equation (11)

 )y,x(f*)s,y,x(W)s,y,x(TW 0f1 =θ

      

 (

11)

 

)y,x(f*)s,y,x(W)s,y,x(TW 90,f2 +θθ
θ =      

 
 (

12) 
where 

)s,y,x(TW f1
θ  – is the first derivative wavelet 

)s,y,x(TW f2
θ – is the second derivative wavelet.  

 
Figure 15-17 show the directional values along y-axis for 
different angle of rotations of Gabor filter. The x-axis shows 
the different locations of the image. Figure 18 shows the final 
output of the Gabor wavelet output. 
 

 
Figure 15 Directional values along wr00 

 

 
Figure 16 Directional values along wr090 
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Figure 17 Directional values along wr45 

 

 

  
a) Input image b) Face cropped c)Gabor 

wavelet 
output 

Figure 18 Final output of wavelet Gabor texture 
extraction 

 

2.3 The directional roughness features ( θ
isR ) 

The directional roughness features is obtained by 
finding the arithmetic average in a 9 x 9 window for the two 
wavelet transforms given in the equations 11 and 12 with 
different orientations and scales. The wavelet with the 
maximum is selected as given in equation (13) 

NxNfis svuTWR i >≈< |),,(|max θθ
         
 (13) 

NxN<>   – arithmetic average in an N×N window 
i = 1, 2 (1 and 2 derivative wavelet) 
 
2.4 Percentage of energy feature 
 The effect of roughness depends on the relative 
texture energy between different directions. The roughness 
features are weighted with the percentage of textural energy 
existing in the corresponding direction. The energy computed 
in direction θ using an s-scale wavelet is given by equation 
(14). 

NXNfis
|)s,y,x(TW|E i >=< θθ

             
(14)

 

 
Total Energy 
The total energy at scale s is obtained from equation (15) 

∑ ><=
θ

θ
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4.2.5.1 Percentage of Energy 
The percentage of energy feature computed in direction θ and 
scale s is given by equation 

total
s

s

s E

E
Per i

θ
θ = -     

 (16) 
where  

θ

s
E    is the energy computed in direction θ 

total
sE    is the total energy 

 The percentage of energy θ
is

Per  is insensitive to the 
absolute image illumination because energy is computed using 
exponential wavelets where the dc component is removed. It is 

also insensitive to contrast changes, because 
θ

s
E  and total

sE    

is multiplied by a constant multiplicative term.  
 
The output of wavelet Gabor filter is used as input for Fisher’s 
linear discriminant function for obtaining transfromed higer 
dimensional feature vector into two dimensional vector by 
computation of discriminant vectors ϕ1 and ϕ2 
The Fisher’s criterion is given by 
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Where  

Sb is the between class matrix, and   
Sw is the within class matrix which is non-singular. 
P (ωi) is a priori the probability of the ith pattern, P 
(ωi) = 1/m, 
mi is the mean vector of the ith class patterns, i=1, 

2…... m; 
mo is the global mean vector of all the patterns in all 

the classes. 
X = ⎨Xi, i=1, 2….L⎬ is the n-dimensional patterns of 

each class. 
The discriminant vector that maximizes J in equation 

(17) is denoted by ϕ1. The vector ϕ1 is found as a solution of 
the Eigenvalue problem given by equation (20). 
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Sbϕ1 = λm1 SWϕ1     
 (20) 

Where λm1 is the greatest non-zero eigenvalue of Sb Sw
-1. The 

eigenvector corresponding to λm1 is ϕ1.  Another discriminant 
vector ϕ2 is obtained by using the same criterion of equation 
(17). The vector ϕ2 should also satisfy the equation given by 
equation (21). 

ϕ2
Tϕ1 = 0.0     

  (21) 
The equation (21) indicates that the solution obtained is 
geometrically independent. The discriminant vector ϕ2 is 
found as a solution of the Eigen value problem, which is given 
by equation (22). 

QpSbϕ2 = λm2SWϕ2    
  (7    22) 

Where 
λm2 is the greatest non-zero eigenvalue of QpSbSw

-1 and Qp is 
the projection matrix given by equation (23). 
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  (23) 
Where, I is an identity matrix. Figure 19 shows the effect of 
eigenvalue in differentiating the different expressions. Eigen 
value for three different frames of three different expressions 
are plotted in Figure 19 that indicate distinguished difference 
among different facial images, This is an indication that, 
eigenvalue process can be applied for facial image 
identification. 

 

 

 

Figure 19 Eigen value plot for different frames 
 

 
Figure 20 Plot of discriminant vectors for all six expressions 

 
In equation (22), Sw should be non-singular. It is necessary 
that Sw should be non-singular, even for a more general 
discriminating analysis and generating multi orthonormal 
vectors, If Sw is singular, Sw should be made on-singular, by 
using singular value decomposition (SVD) method and 
perturbing the matrix. By using equations (20 and 22), the 
values of ϕ1 and ϕ2 discriminant vectors are obtained and 
presented in Figure 20. In this figure, the expressions happy 
and sad are scattered and not cluttered. The other expressions 
are cluttered. 
The 2-dimensinoal vectors set are denoted by Yi.  The vector 
Yi is given by equation (24). 
Yi = (ui, vi) = ⎨Xi

Tϕ1, Xi
T, ϕ2⎬    

  (24) 
The vector set Yi, is obtained by projecting the original vector 
‘X’ of the patterns onto the space spanned by ϕ1 and ϕ2 by 
using equation 24. 

 
V. CONCLUSION 

In this paper, sample images with expressions are 
used for training and testing the proposed system of 
expression identification. Wavelet Gabor filter, Fisher’s linear 
discriminant function are used to implement the system. The 
performance of the system is purely based on the quality of the 
images. The future work includes in analyzing the proposed 
system and its suitability for people with different origins. 
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Abstract—Radio Frequency Identification (RFID) is a wireless 

technology that has replaced barcodes. 

The major advantages of radio frequency identification (RFID) 

technology over barcodes are that the RFID-tagged objects do 

not require to be in line-of-sight with the reader for their 

identification and multiple objects can be read simultaneously. 

But when multiple objects are read simultaneously there is 

always a problem of collision which reduces the efficiency of the 

system. But when multiple objects are read simultaneously there 

is always a problem of collision which reduces the efficiency of 

the system. In this study new algorithms called DyATSA 

(Dynamic Assigned Tree Slotted Aloha) and DyImATSA 

(Dynamic Improved Assigned Tree Slotted Aloha) have been 

proposed to the third category of Hybrid-based. These two 

proposed algorithms have been made dynamic by adding new 

method to ATSA protocol to determine the F0 value prior to the 

identification of tags. 

To evaluate the proposed method, two of the most important 

network parameters including the number of collision slots and 

idle slots rate were studied in constant tags. By comparing the 

results of the diagrams, it can be concluded that DyImATSA 

protocol toward ImATSA protocol, show network performance 

improvement in tag identification process in simulations. 

Index Terms—RFID, Anti-Collision, ATSA protocol, Radio 

Frequency Identification (RFID), Slotted Aloha protocol. 
 

I. INTRODUCTION 

An RFID system consists of three components: the tag, 

the reader, and the middleware. 

Tags can have different sizes, shapes, and capabilities, 

but there are mainly two types: active and passive. An active 

tag contains a battery, the energy of which operates the tag. A 

passive tag does not have a battery and operates from the radio 

frequency signal that comes from the RFID reader. Compared 

to a passive tag, an active tag is larger in size since it comes 

with a battery. In today‘s market, passive tags are inexpensive 

compared to active tags, and they last longer. Data contained 

in the tag is used to identify an object. This data can be simply 
an identification number or it can be information about the 
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object. Also we have two types of tags: constant and movable. 

In this paper, common systems of RFID that consist of a 
reader and some constant Passive tags are considered. 

Anti-collision occurs when multiple RFID tags respond to a 

query that the RFID reader sends to identify tags in its range. 

Anti-collision protocols are used to avoid tag collision. There 

are basically two types of anti-collision protocols: 

probabilistic and deterministic. Protocols of a probabilistic 

nature do not guarantee the time required to read all tags. The 

Aloha protocol is probabilistic in nature, and the Binary Tree 

protocol is deterministic in nature. Binary Tree protocols are 

capable of identifying tags by querying different levels of the 

tree based on the tag prefix distributed on the tree [1]. 
Anti-collision protocols, such as SDMA (space division 

multiple access), FDMA (frequency division multiple access) 

and CDMA (code division multiple access) are not applicable 

to the RFID environments [2]. A variety of anti-collision 

protocols (also called collision resolution or arbitration 

protocols) have been proposed in the literature, which can be 

categorized into three classes, namely tree-based [3], [4], 

Aloha-based [5] and hybrid protocols [6], [7]. 

If collision occurs, before the identification tags process is 

completed, these protocols need to identify all tags in the area 

precisely and fast, because it is likely that the tags go out of 

range of the reader. 
In Aloha-based protocols with estimation, dynamic frame 

slotted Aloha [8] is widely applied. Dynamic FSA configures 

an identification process with some continuous frames 

consisting of slots, and dynamically adjusts a frame length. 

Compared with fixed framed slotted Aloha, Dynamic FSA can 

achieve a higher efficiency value of 0.37. To improve the 

identification efficiency, someone integrates tree algorithms 

into Aloha-based protocols, and proposes several hybrid 

protocols likes TSA protocol [9]. 

In tree-based protocols, colliding tags are recursively split into 

disjoint subgroups until there is at most one tag in each group. 
These protocols have the advantage of successfully 

recognizing all the tags even when the number of tags is vast 

[10]. The query tree algorithm (QT) uses binary splitting 

strategy to identify tags. Also, if the received tag IDs collide, 

the extended prefix attached ‗0‘ or ‗1‘ to the prefix is 

retransmitted. Furthermore, if there is no collision, the reader 

identifies one of the tags. 

In [11], [12], some hybrid protocols have been proposed by 

combining the advantages of tree-based and Aloha-based 

protocols. Most of them first implement a tree-based 

Reduce collision in assigned tree slotted aloha 

anti-collision protocol in the RFID anti-

collision systems 
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procedure or an estimation procedure to obtain an approximate 

number of tags, then combine a variation of Aloha or tree 
protocol to reduce the identification delay. In general, hybrid 

protocols can provide relatively better performance than tree-

based and Aloha-based protocols. So we have used hybrid 

protocols in this study. 

II. THE PROPOSED PROTOCOLS 

Now in this article presents two new simple but efficient 

hybrid tag anti-collision protocols, termed dynamic assigned 

tree slotted Aloha (DyATSA) and dynamic improved ATSA 

(DyImATSA), respectively. And a new method is added to 

ATSA protocol which determines F0 value prior to the tags 
identification process. In fact, by adding this to ATSA and 

ImATSA, the identification process is made more dynamic. 

 These protocols combine the idea of the traditional QT 

protocol with that of the DFSA protocol. The collision 

resolution idea of QT is that the reader repeatedly queries 

tags‘ ID prefixes so as to split tags into small subgroups until 

there is at most one tag in each subgroup. It can provide 

deterministic identification via easy implementation, however, 

the reading process is very slow [10]. 

In ATSA protocol, a special prefix is used for each frame and 

slot that the reader assumes QT empty at the beginning and 

then begins the first frame with the Query (pre, F) command. 
(It should be noted that F is the length of the frame and a 

number of square 2 and pre prefix records collision slots and 

the first frame pre is an empty string). At this stage, the tags in 

the reader range receive this order and compare it with their 

own ID. It means they compare received pre prefix with their 

own tpre prefix and if they are the same, respond the reader 

[13]. Tpre for each tag is obtained from the following 

equation: 

P = log
F
2

 (F should be chosen from numbers of S2) that P is 

the number of bits which are obtained from left side of ID 

address to obtain tpre.  

At the beginning of algorithm, F0 is considered as a random 

number that shows the quantity of slots, which exist in any 

frame and is a number of S2. Our goal in this study is to 

present a method for primitive selection of F. 

In a frame, tags first match their ID with the frame prefix. 

When matched, tags then match their tpre with the slot prefix 

and reply in the matching slot. During the frame, the reader 

records the prefixes of every collision slots. Since the length 

of the frame changes in any stage and the reader is not aware 
of the number of the tags so, the number of the tags is found 

through the number of collided, unemployed, and successful 

slots of previous stages and it determines the length of frame 

via this method. In this paper, the Vogt estimation algorithm is 

applied. [14] 

The ATSA protocol can be further improved by using 

Manchester encoding to reduce the influence of tag density. 

That is called ImATSA. [10] 

In this paper by making an algorithm, we will determine the 

length of the frame and send them to the tags. That's why we 

use the flow diagram in Fig 1. This section will propose a 

dynamic ATSA protocol, whose procedure involves dynamic 

frame length adjustment and ATSA algorithm. The benefit of 

dynamic ATSA is that its adjustment procedure is very simple 
because a reader can obtain a reasonable frame length by 

judging only the first slot type. 

 

 

 

Fig 1.   DyATSA protocol Flow diagram 

 

Initially, a frame length is 𝐹 = 2𝑃. Then, a reader broadcasts 

an AdjQuery command with F. After a tag receives the 

command with F, the tag‘s Counter selects a random integer 

from 0 to F - 1. Tags whose Counters select 0 can transmit 

their IDs, and the reader will detect the tags responses in the 

first slot. If the first slot is collisional, P = P +1, and the reader 

will broadcast a command with a new F and then detect tags 

responses in the first slot of next frame. If the first slot is idle 

slot, by choosing P=P-1, reader sends a new value of P and 

waits for tag‘s response and If the first slot is successful, P 
will not be changed and the reader‘s operation will transit to 

ATSA algorithm. 

III. SIMULATION 

In this study, the Simulator NS2, 2.35 Version was used. The 

type of the net is wireless net in this simulator. common 

systems of RFID that consist of a reader and some constant 

Passive tags are considered. 

ATSA 
algorithm 

P 

P=P+0 

P=min (F-1, 

P+1) 
P=max (0, P-

1) 

Broadcast 

AdjQuery with 

F=2
p
 

Tag response 

in the first 

slot 
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1. Simulation Configuration 

Received energy is 0.76 MW and sent energy is 0.28 MW. 

The number of tags is considered as 5000 tags and the number 

of readers as 1.  

In the simulation process of this study, at first, the results of 

simulation in some diagrams named collision and idle slots are 
shown and the results are normally obtained after 150 times. 

We also focus on the length of the ID (12 and 96 bit) in order 

to simplify everything. However, For the 96-bit ID, we cannot 

simulate all the 296 tags. We only test a subset of 216  tags at 
most. 

2. Implementation of DyATSA and ImDyATSA methods 

(length of ID = 12Bit) 

In this part of the simulation, the length of ID was considered 

as 12 bits and the two suggested methods were simulated and 

the results were compared with together. 
Fig 2.   Diagram of the collision slots in DyImATSA and DyATSA 

methods (length of ID = 12bits) 

 

As the diagrams in Fig 2 indicate, between the methods with 
tag quantity of below 2500, the DyATSA method and 

DyImATSA acted the same but in high quantity of tags the 

difference between DyAtSA and DyImATSA is obvious.  

 

 
Fig 3.   Diagram for the number of idle slots in DyImATSA and DyATSA 

methods (length of ID = 12bits) 

 

If the number of idle slot is less than the optimum, it means 

that the reader can finish the identification process in less 
number of frames and finally less energy is consumed. So, by 

comparing the number of idle slots in different methods we 

can analyze their function. The diagram for the number of idle 

slots in identification process is presented in Fig 3. If the 

quantity of the tags is more than 3500, it will have the same 

function. Now it is the time to look into the effect of frame 

length activation in protocols as well as applying Manchester 

Encoding in the process of identification. Concerning the 

comparison of the red diagram (DyATSA) with the green one 

(DyImATSA), it can be revealed that the Manchester 

Encoding method and the activation of ATSA method seem to 
be more effective. 

 

3. Implementation of DyATSA and ImDyATSA methods 

(length of ID = 96Bit) 

 

Here in this section, the simulations of tags ID with 96 bits are 

done. Regarding the diagram of the Fig 4 and 5 changes in the 

number of collision slots and idle slots at diagnosis labels 

proposed by the two methods, the difference in the number of 
96 bits to 12 bits ID is more evident. 

Fig 4.   Diagram of the collision slots in DyImATSA and DyATSA methods 

(length of ID = 96bits) 

Especially when the number of tags is more than 214  the 

number of collision and idle slots in the protocol DyATSA 

with large steep rises, that indicate the DyImATSA protocol is 

better than DyATSA. 

Fig 5.   Diagram for the number of idle slots in DyImATSA and DyATSA 

methods (length of ID = 96bits) 
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IV. CONCLUSION 

 

When an RFID system identifies multiple tags, tag collisions 

will happen. The RFID system generally applies a tag anti 

collision protocol to resolve the multi tag collisions. This 
paper utilizes ATSA algorithm to propose two protocols: 

dynamic ATSA protocol and dynamic ImATSA protocol. The 

proposed protocols not only have higher efficiency but also 

require no estimation of the number of tags, and hence can 

avoid the computational cost of the estimation. Furthermore, 

since the proposed protocols always can adjust a frame to a 

reasonable length for the number of tags, their efficiency will 

not be affected by the variance of the number of tags. When 

the number of tags suddenly increases or decreases much, the 

underutilization of channel and low efficiency will not happen. 

Regarding the comparison of the diagrams, it can be 

concluded that the protocol of DyImATSA outperformed 
DyATSA in simulations and improvement of network 

performance in case of efficiency increase in the process of 

tag identification. Hence, the present research presented two 

mixed methods, which successfully led to system collision 

decrease in relation to other previous comparable methods.  
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ABSTRACT 
 

Game theory is a widely used technique for network security. As technology grows, the 

cyber worlds are more vulnerable to unknown cyber attacks. There are many cyber attack 

detection methods available for known attacks; however, efficient methods are essential to detect 

the unknown cyber attacks. In this research work, an enhanced hash based game theory approach 

is introduced to defend against cyber attacks. The proposed method is tested in a simulated 

environment and the method is evaluated using the performance metrics like Throughput, End to 

end delay, Packet delivery ratio, routing overhead, energy consumption and latency. 

 

KEYWORDS: Game theory, Client puzzle, Hash Chain, Cyber Attacks, Elliptic curve cryptography 

 

1. INTRODUCTION 
 

Passive attack is a process of hacking the communicated data without giving any alerts 

[1]. There will not be any mess up in the network. There are still more challenges in detecting the 

passive attacks. Traffic monitoring, Eavesdropping, Traffic analysis and Syn flooding are the 

termed as passive attacks [2] [3]. Though many methods are available some more efficient 

techniques are still needed to handle unknown cyber attacks. 

Now a days, as technology grows the vulnerability also higher for hacking the data or 

information. In the year 2009, in cyber leap year summit it is suggested that game theory plays a 
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major role in network security. Game theory is nothing but a security game played by the 

attacker and the defender [12]. In the game theory approach the attacker and the defender can 

play a game as single stage, two player and non-zero sum games [13]. The existing game theory 

approach for network security problem and the author [14] classifying the solution into two 

categories namely attack-defense analysis and security measurement. Moreover the game theory 

based solution for network security is commonly classified [15] into two categories namely 

cooperative game models and non-cooperative game models. In the game theory approach 

consists of four basic elements say Players, Actions, Payoff and Strategies. The games applied in 

game theory approach are broadly classified into three various methods and they are based on the 

number of stages, Based on perfect information or not and Based on complete information or 

not. The classification of game theory applications in network security, the notions are System, 

Attacker, Attack target, Intrusion Detection System, Virtual sensor and Defender.   

Client puzzle protocol (CPP) is an algorithm [16] which is used to harden the process of 

hacking the network resources. The basic concept of this CPP is requesting all the clients which 

are connected to the server to solve the mathematical puzzle in a given time to establish a 

connection. Each client will send the solution to the server after solving the puzzle. After that, 

the server will verify the solution and will decide to establish a connection or to drop a 

connection.  

Client puzzle protocol plays a vital role in network security, developed in the year 1992 

against email spam. Client puzzle is basically based on hash function; hardly one or two hash 

function is required to generate a puzzle [6]. Nash equilibrium [10] is also used for client puzzle 

to defend against flooding attacks. Puzzle generation is the most important process in game 

theory as it should contain few uniqueness [15] in its future and they are the puzzle must be 

easier for the server to generate and it should be harder for the client to solve. And the puzzle 

computational cost must be lesser for the server than the client. Every client must be allotted 

only a short time to solve the puzzle. 

The paper is organized as follows. Related works are discussed in Section 2. In Section 3 

overview of the proposed methodology is given 5. Experimental setup, simulation parameter 

along with experimental results in Section 4. Finally, conclusion in Section 5. 

 
2. RELATED WORKS 
 
Some of the related works of the method proposed is given below 

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 8, August 2015

58 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



   

 

 
Brent Waters et al., (2004) introduced a new technique to handle denial of service 

attacks. They use a robust external service called bastion for distribution.  The author aims to 

provide unique puzzle solution, per-channel puzzle distribution, per-channel puzzle solution, 

random-beacon property, Identity-based key distribution and Forward security. The author 

declares that the method developed by them is more resistant in handling over 80% DoS over the 

existing methods. This method is cheap in applying at the IP level and at higher level of the 

protocol stock. The method also provides an opportunity to solve the puzzle in offline. Diffie – 

Hellman agreement is used for puzzle generation.  

Mehran S. Fallah (2010) proposed a series of optimal puzzle-based strategies for 

handling increasingly sophisticated flooding attack scenarios. The author proposed four methods 

namely PDM1 for open-loop solution and which is not applicable when the payoff is higher, 

PDM2 proposed for closed loop solution but which is not capable in handling the single-source 

attacks, PDM3 for known coalition size is an extension of PDM2 which deals with distributed 

attacks and PDM4 in which the size of the attack coalition is assumed unknown.  

Lakshmi Kuppusamy et al., (2012) proposed a number theoretic puzzle against denial of 

service attacks. They introduced a new variant of the interval discrete logarithm assumption 

problem and showed the hardness of this new problem under the factorization and composite 

interval discrete logarithm assumptions. The author declares that the puzzle proposed is much 

faster to verify than the existing number theoretic puzzles. for the 512-bit RSA modulus, the 

solution verification time of proposed is approximately 89 times faster when compared with 

Rivest et al. puzzle and by approximately 50 times faster when compared with Karame- Capkun 

puzzle. 

  T. Shanmugapriya et al., (2013) in their research work the optimal puzzle-based defense 

strategies are developed. The proposed method provides a complete flooding attack solution is 

likely to require some kind of defense during the attack traffic identification.  

Vancha Maheshwar Reddy et al., (2013) suggest a Game theory based strategy to create a 

series of defense mechanisms using puzzles to defend against flooding attacks. Author used the 

concept of Nash equilibrium is used to handle sophisticated flooding attack to defend distributed 

attacks from unknown number of sources.  

 
 
 

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 8, August 2015

59 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



   

 

 
3. OVERVIEW OF THE PROPOSED METHODOLOGY 
 
 The proposed method consists of few steps and they are discussed in detail in this section. 

The flow of the proposed method is given in figure.1 

 

 

Figure.1 Flow of the proposed method 

 

3.1. Steps of the Proposed Method 

The proposed method consists of some phases which are discussed below in various 

sections. The notations used in the proposed method are given in following table: 

Initialize nodes (n) with  
secret keys(r) 

Generate secret key (r) and hash function 
(h) for each node 

Publish elliptic curve (Eq), choosing large prime 
no and Establish shared session key (Kij) 

Generate puzzle to ensure authenticity 

Verify 
Authenticity 

Replace new node (Nrt) 

Renew hash chain

Yes No 

End 
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Step.1 Initialization Phase 

           Initiates secret keys and hash function for the nodes of a designated are 

 

Step.2 Authentication  

          Each node solves puzzle for authentication and key establishment between nodes. 

Client puzzle is the process of sending the puzzle by the server to client before executing the 

client request. Upon receiving the puzzle, every client has to solve the puzzle within the given 

period of time in order to access the server. The puzzle generated by the server must be harder 

for the client to solve. The steps involved in client process are 

 Step 1   C → S: sending service request 
 Step 2   S: generation of a puzzle 
 Step 3   S → C: sending a description of the puzzle 
 Step 4   C: solving the puzzle 
 Step 5   C → S: sending solution to the puzzle 
 Step 6   S: verification of the solution. If the solution is correct: 
 Step 7   S: continue processing a service request 
 

Step.3Key establishment phase 

          Generate session key randomly to verify the authenticity of the node. 

 

Step.4Elliptic Curve Cryptography on new node failure phase 

          Add new node on failure of any existing node with secret key, random number and   
          ECC parameter. 
 
Elliptic Curve Cryptography (ECC) is popular nowadays for key generation. The key will be 

generated using ECC is a shorter one. The benefits of using ECC help in reducing the energy 

consumption, lower bandwidth usage and execution will be faster when compared with other  

algorithms. ECC can be defined as  

E:y2+xy=x3+ax2+b 

a,b ---> finite binary fields 

x,y ----> set of all points on E 

 
Step.5 Game theory on hash chain renewal phase 

           Renew the hash chain for the new node updated. 
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3.2. Proposed Method Algorithm 

Game theory plays a major role in security in recent years. In this phase the cyber attack 

is handled using game theory approach.  The proposed method consists of few steps and they are 

discussed in detail in the following sections: 

 

Table.1 Proposed Method Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. RESULTS AND DISCUSSIONS 

The simulated environment, simulation parameter, performance metrics and results are discussed 

in detail in this section. 

 

4.1 Simulation environment 

The proposed methodology is simulated under Linux Fedora, using the Network Simulator NS2 

version ns-allinone-2.35. 

 

4.2 Simulation Parameter 

The below table shows the simulation parameters used in this method: 

 

Input: 
 
S  Source Node 
D  Destination Node 
 
Procedure: 
repeat 
           for each neighbor nodes 
        S sends a RREQ to all nodes 
         check sequence number 
          check key 
           sends puzzle 
do if nodes solves puzzle 
           establish connection 
          forward packets 
        then stop 
      end if 
else  
   exit 
end 
until end of the node
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Table.1. Simulation Parameter 

Parameter Value 
Simulator NS-2 
Channel Type Wireless 
Number of nodes 20,40,60,80,100 
Traffic Model CBR 
Maximum mobility 60 m/s 
Terrain area 1000m x 1000m 
Transmission Range 250m 
Routing  Protocol AODV 
MAC protocol 802.11 
Observation Parameter End to end delay, Packet loss,  

Throughput, Latency, Routing Overhead 
 

4.3 Performance Metrics 

The proposed methodology is evaluated for its efficiency using the following parameters. 
 
Throughput 
 

The network throughput is the average rate of successful message delivery over a 

communication channel. The throughput is usually measured in data packets per second or data 

packets per time slot i.e. number of bytes of data that is transferred per second between source 

and destination. 

 
Routing Overhead 
 

The total number of routing packets generated and forwarded at the time simulation  

 

Average Packet Delivery Ratio 
 

Average Packet Delivery Ratio is calculated for every 10 seconds. This performance 

metrics shows the efficiently the packets are delivered between the source and the destination. 

The packet delivery ratio is calculated using the following equation: 

Packet delivery ratio = 
ssentpacket

cketsreceivedpa

  
100*
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Average End to End Delay 
 

The performance of the proposed method is evaluated in terms of end-to-end delay. Total 

time utilized to transmit the data from source to the destination.  

 

False Acceptance Rate 

The false acceptance rate is a fraction of negative entry or unauthorised user was incorrectly 

identified as positive entry or unauthorised user and it will be calculated using the following 

formula: 

  FAR = 
accessesclientofnumber

rejectionsfalseofnumber
 

False Rejection Rate 

The false rejection rate is a fraction of positive entry or unauthorised user that was correctly 

identified as negative entry or unauthorized user and it will be calculated using the following 

formula: 

  FRR = 
accesssesclientofnumber

cesaccepfalseofnumber tan
 

4.4. Results 

The results of the proposed method are presented in this section. The graphical representation of 

the results is also given below: 

Table.2 Results of Throughput 
Node Existing Method Proposed Method 
20 1432 3987 
40 3438 8908 
60 7898 14343 
80 14879 17809 
100 21233 24569 
 
Table.3 Results of Overhead 
Node Existing Method Proposed Method 
20 70 67 
40 102 97 
60 146 123 
80 189 154 
100 213 193 
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Table.4 Results of Packet Delivery Ratio in Percentage 
Node Existing Method Proposed Method 
20 14 17 
40 33 39 
60 48 45 
80 68 78 
100 92 98 
 
Table.5 Results of Delay 
Node Existing Method Proposed Method 
20 0.4522 0.3452 
40 0.8431 0.6431 
60 0.9272 0.8272 
80 1.213 0.7563 
100 1.33 1.1243 
 

Table.6 Results of Packet Drop 

Node Existing Method Proposed Method 
10 14 12 
20 35 26 
30 46 38 
40 52 43 
50 65 56 
60 77 63 
70 82 78 
80 92 86 
90 121 108 
100 156 138 
 
 
Table.7 Results of Average No of claims (Based on time) 
Time  
(Seconds) 

True  
Positive

True 
Negative 

False  
Positive 

False  
Negative

10 2.3 4.0 6.5 9.0 
20 2.4 4.2 6.3 8.9 

30 2.5 4.3 6.3 8.9 
40 2.5 4.4 6.1 8.7 
50 2.6 4.5 6.0 8.6 
60 2.9 4.6 5.9 8.6 
70 3.0 4.6 5.8 8.6 
80 3.2 4.7 5.6 8.5 
90 3.7 4.9 5.5 8.5 

100 4.1 5.2 5.4 8.4 
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The average number of claims of the attacker and the defender is calculated and the results are 

given in the table. 7. 

 
 
 
 
 
 
 
 
 
 
The above table.8 shows the accuracy of the proposed method in detecting the cyber attacks. 
 
 
5. CONCLUSION 
 
In this research work secure hash based game theory approach is introduced to detect the 

unknown cyber attacks. Hash based client puzzle protocol is used along with elliptic curve 

cryptography. Every data or information communicated in this method is encrypted. The 

efficiency in detecting the unknown cyber attacks of the proposed method is evaluated in a 

simulated environment using network simulator NS2 ns2allinone 2.35. The proposed method 

detects the unknown cyber attacks and it also evaluated using performance metrics namely 

Throughput, Routing Overhead, Packet Delivery Ratio, End to end delay, Packet drop ratio, 

Average No of claims (Based on time and distance). Based on the evaluation result, the proposed 

method outperforms the existing method.  
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ABSTRACT 

In this paper, brain image slices are considered for registration task. The Fuzzy logic 
algorithm is used for registration of the brain image slices. As a convention, floating image has 
misalignment. The floating image has to be transformed and aligned with the target image. Two 
approaches can be used to create floating image. The first approach is to use the actual image 
obtained in scanning and it is considered as the target image. The second approach is to 
introduce misalignment in an existing image slice to obtain a floating image. The application 
area considered is, registration of image slices of human brain acquired using magnetic 
resonance imaging scanner. This paper presents implementation of Hilbert Huang transform for 
fMRI slice registration. 
 
Keywords: medical image registration, fmri slice, Hilbert-Huang Transform (HHT) 
 
1. Introduction  

The field of medical imaging requires registration of images to view the entire 3D shape 
of the human organs. The location of organ, tissues with different information have to be 
correctly visualized in the 3-dimensional (3D) model of the reconstructed volume. Visualization 
helps in identification of tumors, lesions and in performing surgery. It has become a common 
task in using more than one medical scanning equipment for understanding the anatomical 
structure and functionality of the human organs. When a scanning equipment is used, it is single 
modality. When many equipment is used, then it is multimodality. The images acquired from 
different equipment of the same organ, will have different intensity representations in the 
acquired images. This is due to inherent capabilities of the machine and the type of file used for 
storing the images.  

The field of medical image analysis includes a variety of image acquisitions that are used 
for diagnostic and interventional purposes. There has been a significant growth in scanner 
performance computational power and storage facilities. It is possible to process large size data 
sets with improved speed and accuracy with the technological advances.  

With the growing number of available imaging modalities, a more detailed and complete 
characterization of the imaged anatomies and functional properties are attainable. The analysis of 
multiple acquisitions of the same subject, comparisons of images across subjects or groups of 
subjects are done by the doctors.  

The medical experts rely on manual comparisons of images, but the abundance of 
information available makes this task difficult. The image coordinate system describes how an 
image was acquired with respect to the anatomy. The ‘i' axis increases to the right, the ‘j’ axis to 
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the bottom and the ‘k’ axis backwards. The origin represents the position of the first voxel 
(0,0,0) in the anatomical coordinate system. The spacing specifies the distance between voxels 
along each axis. Figure 1 shows the acquisition of a 3D Volume of data related to the patient. 
The 3D volume is sampled on a 3D grid in the acquisition coordinate system (I,J,K).  

 
Fig.1 Presentation of patient head data in the acquisition coordinate system (i,j,k) 

(Courtesy, http://www.slicer.org/slicerWiki/index.php/Coodinate_system) 

 
Fig.2 Head image directions 

The coordinate system for medical imaging techniques is the anatomical space called 
patient coordinate system. This space consists of three planes to describe the standard anatomical 
position of a human: 
1) The axial plane is an X-Z plane, parallel to the ground and separates the head (Superior) from 
the feet (Inferior).  
2) The coronal plane is a Y-X plane, perpendicular to the ground and separates the front from 
(Anterior) the back (Posterior).  
3) A sagittal plane is a Y-Z plane, perpendicular to the ground that separates the Left from the 
Right.  
The anatomical coordinate system is a continuous three-dimensional space in which an image 
has been sampled. 

 
Fig.3 Magnetic resonance images of human brain 

Courtesy: Visible human project 
 
2. Review of literature 

Dipankar Ray et al., 2010, stated that synergistic studies of anatomical to functional 
imaging provide some additional information which is not always available in either of the two 
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individual images. Alzheimer disease, the synergistic study of Magnetic resonance Positron 
emission tomography (MR-PET) or Magnetic resonance Single photon emission computed 
tomography (MR-SPECT) brain images provides clinical information of functional behavior of 
effected brain regions with the pathological status of corresponding tissues. It requires alignment 
and fusion of two different types of imaging modalities. They have suggested a shape based 
generalized transformation model for the brain image registration and implemented it with radial 
basis function (RBF) neural network.  
Benzheng et al., 2010, used a basic concept from spatial information, mutual information, and 
relative entropy, as a new matching criterion. The feature characteristics like location, edge 
strength and orientation are taken into account to compute a joint probability distribution of 
corresponding edge points in two images. The mutual information based on this function is 
minimized to find the best alignment parameters. The translation parameters are calculated by 
using Powell algorithm. The experiment results showed that the method have achieved a good 
performance. 
Min Chen et al., 2011, described deformable registration techniques that play vital roles in a 
variety of medical imaging tasks such as image fusion, segmentation, and post-operative surgery 
assessment. Mutual information loses much of its effectiveness when there are poor statistical 
consistency and a lack of structure. This is especially true in areas of images where the intensity 
is homogeneous and information is sparse. They presented a method designed to address the 
problem by integrating distance transforms of anatomical segmentations as part of a multi-
channel mutual information framework within the registration algorithm.  
Liu et al., 2012, developed a technique to automate landmark selection for point-based 
interpolating transformations for nonlinear medical image registration. Interpolating 
transformations were calculated from homologous point landmarks on the source (image to be 
transformed) and target (reference image). Point landmarks are placed at regular intervals on 
contours of anatomical features, and their positions are optimized along the contour surface by a 
function composed of curvature similarity and displacements of the homologous landmarks. 
 
3. Data generation  

Data has been collected from the standard database available in statistical parametric 
mapping (SPM) website. The website presents PET and fMRI data collected for single subject 
and multiple subjects. Rest condition and task related images have been presented with 
realignment, co-registration, normalization, smoothing wherever applicable. 
Patterns are generated for the inputs and targets from the floating and target images. The patterns 
are created using statistical features of the regions of interest (ROI) of an image or in the 
corresponding images of interest obtained using HHT. 
 
4. Hilbert-Huang transform (Empirical mode decomposition (EMD) and Hilbert transform 
(HT)  

The features of the images are extracted using HHT. These features are used to align the 
images. Instead of taking the representative points of the floating image and representative points 
of the target image. If the entire floating image has to be aligned with the target image then HHT 
can be preferred.  

An image is formed from the quantized values of continuous signals based on the 
intensity value recognized. A signal can be analyzed in details for its frequency, amplitude and 
phase contents by using EMD followed by Hilbert Transform (HT) (Jayasree et al. 2010 and 
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Stuti et al. 2009), The EMD produces the mono components called intrinsic mode functions 
(IMFs) from the original signal. In a given frame of the signal, there can be many IMFs. Each 
IMF will contain a wave form of different amplitude. Hilbert Transform is applied on an IMF to 
obtain, instantaneous frequency (IF) and instantaneous amplitude (IA). It is mandatory that a 
signal be symmetric regarding the local zero mean, and should contain same number of extreme 
and zero crossings.  

 

 
Fig.4 Flow chart for Empirical Mode Decomposition to obtain Intrinsic Mode Function 

 
4.1 Feature Extraction from EMD 

In a given frame of signal, there can be many IMFs. Each IMF will contain a waveform 
of different amplitude. The HT is applied on an IMF to obtain Instantaneous Frequency (IF) and 
Instantaneous Amplitude (By using IF and IA, features are obtained. They are mean, standard 
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deviation, norm, maximum and instantaneous frequencies of an IMF. Similarly mean, standard 
deviation, norm, maximum and minimum of instantaneous amplitudes of an IMF, energy of fine 
to coarse (F2C) and coarse to fine (C2F) waveforms of an IMF. 

Figure 4 presents the EMD process. For a signal ‘X’, all the local maxima and minima 
have been identified. The upper and lower envelopes have been obtained using these local 
maxima and minima by cubic spline interpolations. The point by point local mean value ‘M’ has 
been calculated using these envelopes. The Extractions of the details have been calculated by 
subtracting the mean value ‘M’ from the signal. The Squared Difference ‘SD’ between two 
successive extractions has been checked and iterated ‘k’ times to identify the IMF present in the 
signal. It is designated as first IMF. Normally, the value of SD has to be set as 0.2 to 0.3.  

The Residue ‘R’ has been found by subtracting the IMFs from the signal. This residue is 
taken as the new signal and further IMFs are calculated till conditions are satisfied. The steps 
involved in EMD of a signal X(t) into a set of IMFs are as follows: 

Read the intensity values of a row / column. Sample intensity values of first row of the 
original image is shown in Figure 5. 
The intensity values are modified based on equation (1) 

2
maximum(I)IvalueNew −=      (1) 

 
Fig.5 Intensity values of row 1 in original image 

The new values are obtained for processing through EMD. 
1. All local maxima of X (t) are identified by the equations (2 to 10). 

Let the signal ‘X’ has ‘m’ sampling points. 
X ൌ X ሺiሻ      (2) 

 Where i = 1, 2… m. 
   Xଵ ൌ X ሺiሻ       

Where i = 1, 2… m – 1. 
   Xଶ ൌ X ሺiሻ      (3) 

Where i = 2, 3…. m. 
Multiply the signal ‘X1’ and ‘X2’, and find out the places of sampling points where the 

result is less than zero to determine the zero crossings ‘X0’ by equation (4). 
X଴ ൌ Places ൫ሺXଵ כ Xଶሻ ൏ 0൯     (4) 

0 10 20 30 40 50 60 70
0

10

20

30

40

50

60

Pixel location of a  row

In
te

ns
it

y 
va

lu
es

, I

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 8, August 2015

73 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500



Difference between two consecutive sampling points of signal ‘X (t)’ is ‘XDff’ and it has 
n sampling points. Therefore, 

n ൌ m െ 1      (5) 
    XD୤୤ ൌ Diff ሺXሺtሻሻ     (6)

 XD୤୤ଵ ൌ XD୤୤ ሺiሻ     (7) 
 Where i = 1, 2 …. n.  

    XD୤୤ଶ ൌ  XD୤୤ ሺiሻ     (8) 
 Where i = 1, 2 … n-1. 

Multiplying the signal equation (7) and (8), and find out the places if the result is less 
than zero and XD1 is greater than zero to determine the indices of maximum of the signal by 
the equation (9). 

 XI୬ୢ_Mୟ୶ ൌ Places ቀ൫ሺXD୤୤ଵ כ  XD୤୤ଶሻ ൏ 0൯&ሺXD୤୤ଵ ൏ 0ሻቁ ൅ 1 (9) 

Since the signal XDff1 and XDff2 has the sampling points m-1, Equation (9) is added with 1 to 
determine the perfect place of the signal. Connect these sampling points using a cubic spline. 
The interpolated curve obtained is the cubic spline. The upper line is called the upper envelope 
(Env_Max).  
2. All local minima of ‘X (t)’ are identified by equation (10). Indices of minimum of the signal 
are calculated by the equation (10). 
XI୬ୢ_M୧୬ ൌ Places ቀ൫ሺXD୤୤ଵ כ  XD୤୤ଶሻ ൏ 0൯&ሺXD୤୤ଵ ൏ 0ሻቁ ൅ 1         (10) 

Connect the sampling points using a cubic spline.  
The lower line (dash-dotted lines) is called the lower envelope (Env_Min).  
3. The average is computed by equation (11) 

M ൌ ሺୟାୠሻ
ଶ

       (11) 
Where a = Env_Max and b = Env_Min. 
4. Extract the details from the signal called a new signal using equation (12). 

hଵሺtሻ ൌ Xሺtሻ െ Mଵ      (12) 
Determine if h1 (t) is an IMF. In order to check this condition, normalized Squared Difference 
(SD) between two successive sifting processes has to be calculated. 
5. h1 becomes asymmetric. h1 is taken as the new signal and determines the envelope using steps 
1 to 4.  

By using equation (13), kth iteration can be obtained. 
hଵ୩ሺtሻ ൌ  hଵሺ୩ିଵሻሺtሻ െ Mଵ୩     (13) 

Where,  
M1k is the mean envelop after the kth iteration,  
h1(k-1) is the difference between the signal and the mean envelope at the (k-1)th iteration.  
The step (5) is repeated until all the IMFs and residual is obtained. Equation (14) has been used 

to check this condition.  
൫MaxሺRሻ െ Min ሺRሻ൯ ൏ ൫MaxሺXሻ െ Min ሺXሻ൯ כ  10ିଵ଴ (14) 

Figure 6 shows the IMFs of signal.  
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Fig.6 Intrinsic Mode Functions  

6. C2F is calculated using equations (15-17) 
  C2Fଵ ൌ IMF୩      (15) 

Where IMFk = final IMF obtained.  
   C2Fଶ ൌ IMF୩ ൅ IMFሺ୩ିଵሻ   (16) 

Similarly, 
C2F୩ ൌ IMF୩ ൅ IMFሺ୩ିଵሻ ൅ …൅ IMFଵ  (17) 

 
Where C2Fk is the original signal. 
 
7. F2C is calculated using equations (18-20). 

F2Cଵ ൌ IMFଵ        (18) 
 F2Cଶ ൌ IMFଵ  ൅ IMFଶ        (19) 

 F2C୩ ൌ IMFଵ ൅ IMFଶ൅. . . ൅IMF୩      (20) 
 
8. Hilbert transform (HT) is applied for each IMF and discrete time analytical signal is obtained. 
HT is a convolution integral, of IMF (t) and ଵ

గ௧
. It is a mathematical tool used to calculate 

analytical signal from real signal as in equation (21) and (22). 

sh

α

α sh

sh
H dτ

τt
)IMF(τ

π
1(t)X ∫

− −
=      (21) 

Where, ߬௦௛ is the shifting operator and XH(t) is HT of IMF (t). XH(t) consists of passing IMF(t) 
through a system which leaves the magnitude unchanged, but changes the phase of all frequency 
components by ஠

ଶ
.  

From this, Analytical signal has been calculated by 
Xୟ୬ୟ୪୷୲୧ୡ ሺtሻ ൌ IMFሺtሻ  ൅ imagሺXுሺtሻሻ     (22) 

 
Instantaneous phase of IMF (t) is calculated by equation (23). 
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θሺtሻ ൌ   tanିଵ ሺ XH ሺ୲ሻ
IMF ሺ୲ሻ

 ሻ       (23) 
6. Instantaneous frequencies are obtained from analytical signal by equation (24). It is the time 

derivative of θሺtሻ. 
IF ൌ   ଴.ହכሺୟ୬୥୪ୣሺିX౗౤౗ౢ౯౪౟ౙ 

ሺ୲ାଵሻכୡ୭୬୨൫X౗౤౗ౢ౯౪౟ౙ ሺ୲ିଵሻሻ൯ା஠ሻ
ଶൈ஠

   (24) 

IA ൌ ඥIMFሺtሻଶ ൅ imagሺXHሺtሻሻଶ        (25) 
From the IF and IA, the following statistical properties are obtained to create training pattern.  

(i) Mean: Mean is divided by the number of values. The mean is expressed as equation  
IFMୣୟ୬ ൌ  

∑ IF ሺ୧ሻ
୬౩౜౨

         (26) 
Where, nsfr = Number of samples in a frame, IFMean = Mean value of IF and i= 1, 2…nsfr.  

(ii) Standard Deviation: Standard deviation is widely used in measurement of variability or 
diversity. It can be calculated by equation (27). 

IFS୲ୢ ൌ  
∑ሺIF ሺ୧ሻିIFM౛౗౤ሻ

୬౩౜౨
        (27) 

Where  
IFStd = Standard Deviation of IF. i = 1, 2 … nsfr. 

(iii) Maximum and Minimum: Maximum and Minimum value of each IMF are calculated 
using equation (28) and equation (29) 

IFMୟ୶ ൌ Maximum ሺIFሻ      (28) 
  IFM୧୬ ൌ Minimum ሺIFሻ      (29) 

(iv) Norm: calculates several different types of matrix norms. It is calculated for each IMF 
using equation (30) 

IF୬୭୰୫ ൌ normሺIFሻଶ        (30) 
Where, IFnorm = Energy value of frequency 
Just like equation (26) to equation (30), Mean of IA, ‘Std’ of IA, Maximum of IA, Minimum of 
IA and norm of IA are calculated using instantaneous amplitude.  

IAMୣୟ୬ ൌ  
∑ IAሺ୧ሻ
୬౩౜౨

        (31) 

Where, IAMean = Mean value of Instantaneous amplitude, i = 1, 2…nsfr. IAS୲ୢ ൌ  
∑ሺIA ሺ୧ሻିIAM౛౗౤ሻ

୬౩౜౨
 

       (32) 
Where,  
IAStd  = Standard Deviation of Instantaneous amplitude, i = 1, 2…nsfr.  

IAMୟ୶ ൌ Maximum ሺIAሻ    (33) 
  IAM୧୬ ൌ Minimum ሺIAሻ      (34) 

 IA୬୭୰୫ ൌ norm ሺIAሻଶ      (35) 
Where,  
IAnorm = Energy value of Amplitude (35) 

(v) Log2: It is base 2 logarithm and dissects floating point number. Log2 value of F2C and 
C2F are calculated using equation (36) and equation (37). 

F2CL୭୥ଶ ൌ  ∑ LogଶሺabsሺF2Cሻଶሻ    (36) 
C2FL୭୥ଶ ൌ  ∑ LogଶሺabsሺC2Fሻଶሻ    (37) 

   Where, F2CLog2 = Log 2 value of F2C, and C2FLog2 = Log2 value of C2F. 
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5. Results and Discussions 

 
Fig. 7 Mean value for each row for IA 

Figures 7 and 8 present plots of the statistical features obtained through equations (26-
37). These plots are obtained for one position of floating image. Many such plots can be 
generated based on number of rotation and translation steps required for correct registration. 

Figure 7 shows three curves. X-axis shows row number of the target image, resized 
image (floating) and rotated image (floating) and y-axis shows the mean value of instantaneous 
amplitude (IA) for each row for all the three images. The registration of the floating image with 
the target image is perfect when the red color or green color lines are closer to the blue color line. 
This indicates that, the floating image has been transformed to match the target image.  
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Fig.8 Mean value for each column for IA 

 
Figure 8 shows three curves. X-axis shows column number of the target image resized 

image (floating) and rotated image (floating) and y-axis shows the mean instantaneous amplitude 
(IA) for each column for all the three images. The registration of the floating image with the 
target image is perfect when the red color or green color lines are closer to the blue color line. 
This indicates that, the floating image has been transformed to match the target image.  
 
6. Conclusion 

Hilbert-Huang transform has been used for extracting features from the fMRI slices. 
Statistical feature were extracted. Based on the statistical features, alignment of images were 
carried out until close alignment of images slices are obtained. 
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Abstract  
In last years, many cryptosystems relay on the chaotic maps 

have been proposed.  Many significant features of chaotic systems can 
be exploited in cryptography like: ergodicity, instability to initial 
condition, and confusion feature. These features lead to a significant 
relationship between cryptography and chaos. Because of widely usage 
of WSNs in variety environments, it is important to save the transferred 
messages from unwanted access. Security of these data while 
transferring through the network happens to be more critical. In this 
study, a new cryptosystem called Hybrid Chaotic Cryptosystem Tent-
PWLCM (HCCTPWLCM) have been suggested, based on two chaotic 
methods to create keys and encrypt the WSN's data in a multistep 
manner to enhance the security of WSN's. The analysis and 
experimental results show that the execution time and the security 
achieved by the proposed method are very suitable for securing 
communications in a variety of WSNs applications, and real-time 
applications.  

 
Keywords- Block cipher; cryptography; skew tent map; PWLCM; 
Wireless Sensor Networks (WSNs). 

 

INTRODUCTION  

 
Wireless sensor networks (WSNs) are employed in various fields and 

important purposes like warlike fields, manufacture, house networks, and so 
on. The disadvantage of WSNs is the limited resources including limited 
storage, limited calculation capability, variable topology, and limited power, 
the conventional networks uses security protocols that are difficult 
implemented in WSN, they are need memory for key storage, processing 
overhead for encryption/authentication, and do not really consider limited 
power applications [1, 2]. 

Chaotic processes include many of significant features like instability to 
initial condition and system parameter, ergodicity and confusion feature, 
etc. Due to these features the chaotic systems are good option for designing 
the cryptosystems the instability to the initial status/system parameter and 
mixing features respectively, are identical to the confusion and diffusion 
features of a perfect cryptosystem [3]. 

There are numerous chaotic maps have been exploited to create chaotic 
key systems: Forré utilized two-dimensional Hénon system [4], Pareek et al. 
applied generic logistic map system [5], Behnia et al. utilized Piecewise 
Linear Chaotic Map (PWLCM) [6]. The output of such chaotic systems can 
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be used to generate the key streams by processing them in different 
methods. This is done by using multiple chaotic systems in a sequential 
manner [7], or by conjunction chaotic systems [8]. 

A chaos-based cryptosystem uses a chaotic generator to generate the keys 
that can be used in the cryptosystem. A chaotic series is created depend on a 
primary value, and the series, used as a key, is mixes with the plaintext to 
obtain the ciphertext. The same chaotic series is used for decipherment [9]. 
This cryptosystem is convenient for wireless applications with restricted 
resources due to it can provide a better security and low of time and space 
[10]. 

The purpose of this research is to introduce and implement a secure 
encryption algorithm using chaotic skew tent map and PWLCM methods to 
encrypt the data message that transmit between sensor nodes in Wireless 
sensor networks to enhance the security and energy consumption. A new 
method creates keys using in encryption algorithm to improve the strength 
of security with a less execution/run time. The simulation results show that 
proposed scheme provides good security due to their ability to achieve 
diffusion confusion effects, needed in any cryptosystem. To explain the 
performance of the proposed technique, the paper performs a set of tests. 
The detailed quantitative analysis and experiment show that, our scheme is 
greatly superior in terms of security and time execution of WSNs. 

The paper is arranged as follows. Section 2 presents the related works. 
Related concepts of the chaotic systems are presented in section 3. The 
proposed cryptosystem is given in section 4,. In section 5 the performance 
analysis for the cryptosystem is presented. Finally, conclusion and 
discussion are presented in section 6. 

 

Related Works 
Many cryptosystem using chaotic maps have been proposed from these 

methods: 
Chen et al [11] proposed a block cipher algorithm depends on feistel 

frame and logistic chaotic mapping, this method uses a block length of 8 
bits, without using any tabulation, it has a high security feature with high 
speed computing, but the distribution of the sequence generated by the 
chaotic logistic mapping is nonuniform. And the power and modular 
calculation of large numbers in the process of key generating will increase 
the burden of the WSN nodes. 

Yanbing et al. [12] proposed a block cipher depends on chaotic S-box. By 
uses the cross-calculations mod as similar to RC5 algorithm.   

Wang et al. [13] proposed a new security gateway depends on chaotic 
sequences. Using Logistic mapping, generates an infinite binary sequence to 
encrypt the data information to achieve a real sense of "one-time pad."  
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(a)

Jiandong et al. [14] proposed a cryptographic algorithm using coupled 
extended integer tent maps, with Feistel structure, to generate the key 
sequence, one byte plain text block, extended integral tent mapping, and 
avoid the floating point. 

Al-Mashhadi et al. [15] proposed a new encryption scheme called 
Chaotic Block Cipher (CBC) to encrypt the message digest MD for WSNs 
data. The proposed method uses logistic chaotic method to create a number 
of chaotic values and treats these values to obtain the encryption/decryption 
keys then mixing them with a plaintext to get a ciphertext. 

CHAOTIC SYSTEMS 

a. The Logistic map 
It can be show very responsive to the system and control variable together. 

Beside, other aspects like ergodicity, pseudo-randomness and unpredictable 
behavior. The logistic map can be shown as [16]: 

x0+1=α xi (1-xi)                    (1) 

Where "xi" is the system variable (0<xi<1) and α is the control parameter 
(3.56≤ α ≤4), respectively, and i is the number of repetition. 

b. The Skew Tent Map 
It is ergodic and has uniform invariant density function in its definition 

interval [17]. It can be defined as [18]: 
        xi/w,  xi = [0,w) 

xi+1=F(w,xi)=       (2) 
               (1-xi)/(1-w) ,  xi =(w,1] 

 
Where, w is the system parameter and xi is the initial state of the map. It is a 
non-reversible transformation of unit epoch onto itself and have only one 
system parameter w, which determines status of the top of the tent in the 
period [0,1]. A series computed by repeating F(w, x), is expansionary 
everywhere in the period [0,1] and distributed uniformly in it. 
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Fig. (1): (a) Logistic map result; (b) Skew Tent map, and (c) PWLCM results. 
 

 
Figure 1 (a), (b), and (c) shows the chaotic results of logistic map and tent 
map equations when using x0=0.4 and α=3.99996 for logistic map, using 
x0=0.4, w=0.8 for skew tent map, and x0=0.4, w= 0.4321 for PWLCM map, 
for n=320 iteration. To show the effective of initial condition and system 
parameter. 
 

c. Piecewise Linear Chaotic Map (PWLCM) 
It is a map consists of numerous linear fragments. This mapping is used by 
Zhou [19, 20]. The PWLCM is defined as: 
 

 
xi /w        0≤ xi <w 

 
F(xi,w)=     (xi -w)/(0.5-w)   w≤ xi <0.5  (3) 

 
F(1- xi,w)  0.5≤ xi ≤1 

 
where w is the control parameter and 0 < w < 0.5, and 0≤xi≤1. 

(b)

(c)
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The PWLCM is widely used in chaotic cryptosystems due to the following 
features [21]: 

• A regular and steady density. 
• Perfect dynamical characterizes. 
• Can be implements in hardware and software in a simple way. 

 

The proposed Chaotic cryptosystem 
The proposed scheme consists of two phases: chaotic sequence generation 

phase and encryption phase. Here, we describe the scheme in detail. 

• Chaotic key generator 
 
 
 
 
 
 
 

Fig. (2): The diagram of Hybrid Chaotic Cryptosystem Tent Map-PWLCM 
(HCCTPWLCM).  

 
Figure (2) shows the diagram for all stages of HCCTPWLCM, in which: 

• f1(xi,α) is a skew tent map function that implements eq. (2), 
f2(yi,w)is a PWLCM function that implements eq. (3).  

• The two functions produce chaotic values that enter to Key 
Generator Function (KGF). 

• The KGF handles the values produce from eq. (2) and eq. (3) by 
enters it to eq. (4) to produce the Ki. Then take the fraction part of 
value as the key Ki. The length of each Ki is equal to data block size 
32 bits. And the number of Ki is equal to number of message blocks. 

Ki= 2^16* (xi)                   (4) 

where Ki is the ith key, xi the ith chaotic value generated by eq. (2) 
and eq. (3). Then implement eq. (5) to produce the final Keys KWi 
and KLi: 

KWi=(KWi xor  KWi-1) 
      (5) 

KLi=(KLi xor  KLi-1); 
 

• After produce the chaotic keys Ki, then it enters to keys vectors 
depending on its order, that are get it during runs of f1 and f2. 

• Using Xor for the message blocks with the keys to produce the 
encrypted block as the eq. (6) 

ƒ1(xi,α) 

ƒ2(yi,w) 

Bi Ci

KGF

KGF

xi,α 

Yi,w 
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Cj=Kr ⊕ (Ki ⊕ Bj)                (6) 

Where Cj is the ciphertexr, Ki is the ith key, Kr is the rth key, and Bj 
is the jth message block. The eq. (6) is performed until end of all 
message blocks. 

• The algorithm use two chaotic maps in parallel and each chaotic map 
produce her private keys that can be use in encryption/decryption of 
data blocks.  

Figure (3) shows the flow chart diagram of the current method. 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Fig. (3): Flow chart of the HCCTPWLCM algorithm. 

 

Start

End

Input: Msge, Xi, a, w

Generate chaotic value by eq. (2). 
Create key KLi by eq. (4). 

If i< 
length(msge)

Generate chaotic value by eq. (3). 
Create key KWi by eq. (4) 
Generate chaotic value by eq. (2). 
Create key KLi by eq. (4). 
Find KWi and KLi by eq. (5). 

Create 8 arrays of keys by 
shuffling the keys in this arrays, 
Key1, key2,…, Key8. 

Encrypt each block of message 
by using eq. (5) using the eight 
key arrays. 
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Table I. The run time/ms Results of cryptosystem experiments compared 
with RC5. 

Seq. 

Input Output RC5 

Plaintext Ciphertext Run 
time/ms 

Run 
time/m

s 

(a) F86AF1C4BCFD6216B
2B75765CF42BD8635

7FAD1F 
 

75F30BE6E822363C428691
7F448C7645D6F6284C 0.0470  0.0739 

(b) 6382A35B452A4244FDDB0E
35B7F516ABBAACF685 0.0486  0.0756  

(c) 5C7ACD3AA869596B78BA7
3B8A7CB17BABFA7F7B7 0.0457  0.0743 

(d) AF81A71412DF6FC32
6AAEC0578DC724794

B381E7 
 

F2185D36B6003BE9D69B2A
1FF312B9847C3A0453 0.0434  0.0744 

(e) E469F58B1B084F9169C6B5
55006BD96A1060DA9A 0.0465  0.0768 

(f) DB919BEAF64B54BEECA7
C8D81055D87B156BDBA8 0.0471  0.0745 

(g) 55307885C4C2EE41C
FF168D4CF9D9C156B

70FA5F 
 

78A982A7401DBA6B3FC0A
ECE445357D681F97FA8 0.0443  0.0733 

(h) 6ED82A1AED15CE13809D3
184B72A3738EDA3A161 0.0462  0.0735 

(i) 5120447B0056D53C05FC4C
09A7143629E8A8A053 0.0434  0.0757 

 
Performance Analysis for the Cryptosystem 

The Security and execution time/run time is the most important for any 
cryptosystem designed for WSNs. So we focus on these two features in the 
performance analysis that is made on the proposed cryptosystem. 

Several experiments have been implemented to examine the performance 
of the proposed algorithm on three deferent text samples and three deferent 
values of x0, α and w for each text sample as shown in Table I.  
The system parameters x0, a, w shown in Table II. 

Table II: the system parameters values. 
No. x0 a w
1 0.4 0.8 0.4321 
2 0.41 0.8 0.321 
3 0.42 0.8 0.21 

 
The security protocol is performing by using Matlab R2010a, and the 

evaluation is performing by using Crypt-X'98 [22] statistical analysis tool 
that is used to inspect the randomness of resulting ciphertext. This statistical 
analysis include frequency test, change point, sub-block, runs, binary 
derivative, sequence complexity and linear complexity [23, 24, 25, 26].  
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Table III: The statistical analysis for the new method. 
Test RC5 HCCTPWLCM 

Frequency 0.3750 0.3789 
Binary 

derivative Ok Ok 

Change 
point Ok Ok 

Sub block No No 
Runs No No 

Sequence 
complexity No No 

Linear 
complexity Ok Ok 

 
Table III shows the statistical analysis results for the new method. The 

statistical test for the two method is very close. From these tests we can 
conclude that the new method can be used to secure the messages of WSN 
with less encryption run time and high security and then low power 
consumption depends on the above tests.  

 
Conclusion 

In this paper a new cryptosystem based on two chaotic methods used to 
create number of keys that equal to number of data blocks. Encrypt the 
WSN's data in a multistep manner to enhance the security of WSN's. The 
cryptosystem used a cipher block of 32 bit length, the chaotic key generator 
provides randomness and security features. Several experiments have been 
taken to prove the suitable of the algorithm for WSN nodes. The 
experimental results shows that the sensitivity of cryptosystem's output to 
the initial values of x0, α, and w, and the small amount of the run time that 
required to execute the system. 

The new cryptosystem performance is examined from the security and 
time consuming. The proposed method is evaluated to demonstrate the 
effectiveness of the new approach with regards to enhancement of the run 
time and security of message in wireless sensor networks. 
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 

Abstract—From the perspective of the information theory, the 

capacity of multi-user “multiple-input multiple-output” (MIMO) 

channels is attainable using the “dirty paper coding” (DPC) 

technique. Due to its high computational load in practical 

systems, using this technique can be quite complex. Therefore, 

linear pre-coding techniques such as “zero forcing co-channel 

interference” (ZF-CCI) and “block Diagonalization” (BD), which 

are less complex in nature, are proposed in order to remove 

“multi-user interference” (MUI). These two methods were 

initially proposed to remove the interference between users in a 

multi-user system and did not address the “other cell 

interference” (OCI) that can reduce the performance of cellular 

communications systems, especially for users that are located at 

the edge of cells. Two balancing techniques for inter-cell 

interference and the use of the “minimum mean-squared error” 

(MMSE) in receivers were proposed in order to reduce OCI 

without taking MUI into account. An improved version of the BD 

algorithm, which uses a whitening filter in the receiver, is 

proposed in multi-user MIMO channels with OCI. However, just 

like the original BD technique, this technique also faces with the 

restriction of limited transmitting antennas in most practical 

applications. Therefore, in order to solve the problem of limited 

transmitting antennas in the base station, OCI’s elimination or 

control problem should be examined, using the GCI algorithm. 

Since this technique cannot eliminate the whole multi-user 

interference, unlike the BD technique, and leaves some amount of 

interference behind in the system, we propose an optimization 

problem in the present study in order to allocate energy among 

users of a weighted set with maximum optimization. The energy 

allocation problem is a convex one and, therefore, solvable by the 

“water filling” (WF) technique. The limitation of both these 

techniques is that the transmitter should be aware of the 

covariance matrix of the aggregate noise and interference, which 

may lead to user feedback. 

Index Terms—MIMO, BD algorithm, precoding, GCI algorithm. 
 

I. INTRODUCTION 

ulti-input multi-output (MIMO) systems have 

drawn a lot of attention in the past few years due to 

their great potential to achieve high throughput in 

wireless communication systems [1][2][3]. More recently, the 

investigation of the capacity region has been of concern in 

multi-user MIMO broadcast channels (BC) [4][5]. 
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In [6] and [7], it was shown that the maximum sum rate in 

multi-user MIMO BC can be achieved by dirty paper coding 

(DPC). However, the DPC is difficult to implement in 

practical systems due to high computational burden of 

successive encoding and decoding in linear processing 

systems where each user has multiple antennas, transmitter 
and receiver design methods have normally been developed in 

two different ways. The first approach employs an iterative 

method of canceling out multi-user interference (MUI), 

allowing multiple data sub channels per users as in classical 

MIMO transmission techniques. For single user MIMO 

channels, the optimum joint linear transmitter and receiver 

design was investigated in [8]. Also, authors in [9], [10] and 

[11] expanded the work in [8] to multi-user MIMO downlink 

channels by adopting a joint iterative algorithm. However, the 

iterative nature of these algorithms typically results in a high 

computational cost. 

II. THE PROPOSED PROTOCOLS 

A. The improved BD technique’s drawback and 

defining the research problem 

To make sure that there are at least Lk rows in Vk
(0)

 and so Lk 

interference-free paths for the user k, the number of antennas 

in the base station must hold in the equation NT ≥
 nl + Lk

K
l=1,l≠k  [12]. This limitation makes providing service 

by the improved BD method possible only for a limited 

number of users whose number of antennas fulfill the required 

conditions. Therefore, in the present study, we use a pre-coder 

based on the extended reverse channel method proposed for 

channels without OCI in the system being examined. 

 

B. The design of the pre-coder based on the extended 
reverse channel method 

In this way, the limitations of the modified BD will be 

removed. Then, we remove the OCI again using the whitening 

filters that are installed in every user’s receiver [13]. 

The equation of the retrieved signal after passing through the 

whitening signal is as follows: 

1,

r, r, r,1,

r x x z

   x x

K

k k k k k k i k ki i k

K

k k k i ki i k

 

 

  

  





W H W H W

H H z

 

The above relation shows that, with the presence of the 

whitening filter, the multi-cellular system will be equivalent to 

the single-cellular system. 

In order to achieve the pre-coder matrix, the matrix 𝐻 𝑠 should 

be defined as follows: 

 
1

,1 ,,...,H H

s s s s r r K
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In this equation, 𝐻𝑠 =  𝐻1
𝑇𝐻2

𝑇 …𝐻𝐾
𝑇 𝑇 and 𝛼 are the ratio of 

the variance of the system’s total noise to the whole 

transmission power, that is 𝛼 = 𝑁𝑟𝜎𝑧
2 𝑃𝑇  which means 

𝑁𝑟 =  𝑛𝑟𝑗
𝐾
𝑗=1 . Now in order to make 𝐻 𝑟𝑗  orthogonal, using 

the QR decomposition, we have: 

 

, , 1,...,r j j j j K H Q R  
 

It should be noted that 𝑅 𝑗 ∈ 𝐶𝑛𝑗×𝑛𝑗  is an upper triangular 

matrix and that 𝑄 𝑗  also forms 𝑛𝑟𝑗  orthogonal bases for 𝐻 𝑗 . The 

proposed method solves the noise problem and, as a result, the 

total ratio of the system increases linearly with the number of 

users and the number of transmitting antennas. 

,

1,

K

j j j j j r j k k k j

k k j 

  y H Q T s H Q T s w  

Matrices 𝑈𝑗
𝐻 and 𝑉𝑗  are used in the receiver and the pre-coder 

block, respectively, in order to split the block channel 𝐻𝑗𝑄 𝑗𝑇𝑗  
into parallel sub-channels. 

Matrices 𝑈𝑗
𝐻 and 𝑉𝑗  were obtained through the ―singular value 

decomposition‖ (SVD) of the matrix 𝐻𝑗𝑄 𝑗𝑇𝑗 . It should be 

noted, however, that, since the matrix 𝑇𝑗  has not been defined 

yet, the values of these two matrices cannot be estimated, and 

it is only known that these two matrices are unitary matrices, 

which can be determined using the method below. 

 

C. Methods to determine the composition matrix: 
 

Suppose 𝑇𝑗 = 𝛽𝑇 𝑗  is the composition matrix of user 𝑗, where 𝛽 

is a positive integer. Thus, the mean square error for user 𝑗 
will be defined as follows. 

 
2

1H

j j j j jE

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Where 𝐺𝑗 ∈ 𝐶𝑛𝑗×𝑛𝑗  is the objective channel based on MMSE 

criterion. The problem of minimizing the MMSE based on the 

power constraint is as follows [14]. 
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The above approach has no control over the allocation of 

power to users. It is needed in some conditions and 

applications to control the power allocated to different users. 

For example, we can allocate more power to a user whose 

channel is weaker in order to decrease the mean error of 
system’s overall frame. Thus, it would be better to be able to 

design the composition matrices of transmission with power 

constraints dedicated for each user. 

Therefore, the allocated power to user 𝑗 will be: 

2( )H

j j j jtr n pT T  

 

In this approach, the composition matrix is determined by 

minimizing the power of the interference caused by the pre-

coder matrix of user 𝑗 along with the receiver noise power of 
this user [13]. 

2
2
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In a multi-user system, the output signal can be obtained 

through the following steps: 
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D. Defining the power problem 

 

After the problem of minimizing inter-user and inter-cellular 

interference being solved using the GCI algorithm, we present 

the optimization problem below that has practical applications 

[15]. The similarity problem and pre-coder BD has been 

presented without taking into account the OCI. 

To solve this problem, a priority for power allocation for 

different users can be presented by the weighted rate of 

different users. Given this, in practice, more versatile services 
can be provided in a cellular network based on the share of 

allocated power to users. In this optimization problem, every 

user’s share corresponding to the allocated power to that user 

can be determined by the factor 𝑄𝑘 . The total power 𝑃𝑇  is split 

among each user and their antennas based on the pre-coder 

matrix 𝑀𝑘 among users with the condition of maximizing a 

weighted set. 
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The cost function can be reformulated as follows based on the 

allocated power to each of the user’s antennas. 
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Now that is has been verified that the cost function is a convex 

one, the problem can be easily solved using algorithms such as 

WF and the share of each user can be calculated. 

 

III. SIMULATION 

In this section, we compare the efficiency of the proposed pre-

coding method with the BD method using computer 

simulation. In all simulations, it is assumed that all channels 
are uncorrelated and modeled using complex Gaussian 

variables. Thus, the size (amplitude) of channel coefficients 

has Riley distribution and the phase of channel coefficients 

has uniform distribution. In the curves shown, GCI and BD 

were used to show the extended reverse channel and block 

diagonalization, respectively. 

Figure 1 compares the overall ratio of the multi-user MIMO 

system for situations where channel mode information are 
completely in possession of the base station, for different pre-

coding methods. The OCI in this figure was set to zero and the 

result was 𝑊 = 𝑅
−1

2 = 𝐼. The WF power allocation was used 

for efficient power allocation. In figures 1 and 2, the 

assumption is that the base station has 4 antennas that 

transmits information in the downward path for two users who 

have two antennas each. The results, which have been 

obtained without taking into account the OCI, shows that the 

GCI method in both cases of even distribution and efficient 

allocation of power has a better performance compared to the 

BD method. The trade-off for this is gaining access to the 

information of the noise covariance matrix in the base station, 
which is necessary for the GCI method. It is also evident in the 

figure that the GCI method shows a better performance 

compared to the BD method without efficiently allocating 

power to weaker noises in signal. 

 

 

 
Figure 1. A comparison between the GCI and BD methods without OCI for 

both even distribution and efficient power allocation for GCI 

 

Figure 2 shows the performance of pre-coding methods with 

OCI and the interference power is equal to 𝐼𝑁𝑅 = 20 𝑑𝐵. The 

two different 𝑁𝐼,𝑘 = 1 and 𝑁𝐼,𝑘 = 2 cases have been assumed 

for the OCI. 
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Figure 2. A comparison between the GCI and BD methods with OCI for both 

even distribution and efficient power allocation for GCI 

 

As expected, in situations where the OCI is lower, all of the 

methods show a good performance. It can be seen in the figure 

that, in the presence of OCI, the GCI and the efficient power 

allocation among users show a better performance in all signal 
to noises. 

 

 
Figure 3. A comparison between the GCI and BD methods with OCI for 

different powers of interference signal 
 

It is assumed in figure 3 that the base station has 6 antennas 

which transmit information for 𝐾 = 3 users who have two 

antennas each. In this figure, the red curves were obtained for 

𝐼𝑁𝑅 =  0,0,0 𝑑𝐵 and the blue ones for 𝐼𝑁𝑅 =  −10,0,10 𝑑𝐵 
which highlights the negative effects of the OCI. 

Figure 4 compares the total ratio of the BD method and the 

GCI method. The two power allocation modes for the GCI 

have been compared as well. In the first case, power allocation 

was done using the WF method and in the second case, power 

allocation was done evenly and equally among users. The 

assumptions in the figure are 𝑁𝑅,𝑘 = 3, 𝐾 = 3 and 𝛼𝑘 =
𝑁𝐼,𝑘

𝑁𝑅,𝑘
=  

1

3
,

1

2
, 1 . 

 
Figure 4. A comparison between the GCI and BD methods with OCI for the 

number of different interference users  

 

IV. CONCLUSION 

In the present study, we examined the issue of pre-coder 

design for a multi-user cellular system. According to the 

available resources, we assumed that the channel mode 

information will be transmitted to the base station through the 

right feedback channel and the base station designs the pre-

coder and decoder. In the present study, in addition to 

removing the inter-user interference, which is the goal in most 

studies on the pre-coder design, we also took into account the 

other cell interference in the design of the two matrices. After 

minimizing the other cell interference in the improved BD 

method, which was done using the whitening filter, we used 
the extended reverse channel method in order to remove the 

limitations of the improved BD, which uses QR 

decomposition in order to find spatial orthogonal bases. We 

examined two methods for finding the composition matrix 

suitable for combining these spatial bases and realized that not 

both of the methods allow for total deletion of inter-user 

interference. However, in order to compensate for the lost 

ratio due to left interference, we introduced a power allocation 

problem that, instead of distributing power evenly among 

users, distributes the total available power among users 

efficiently to maximize the total ratio. The performance 
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improvement caused by the efficient power allocation method 

was supported by the simulations in MATLABTM. 
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Abstract- Mining of multiple level association rules is a process of data mining, in which significant implication relationship of useful items 
can be extracted in the form of knowledge at different levels of abstraction. It determines interesting relations between data items through 
various levels. Association rules with multiple levels of abstraction are more practical and superior as compare to single level association 
rules. Numerous algorithms had been proposed by the researchers for finding multilevel association rules. The majority of the presented 
algorithms in this direction relied upon Apriori, and FP-growth, which are based on tire-out explore methods and face problems with large 
databases. To facilitate multilevel association rules searching, from large databases, a novel algorithm named as “MLTransTrie” is proposed 
in this paper which is based on bottom-up approach. This newly developed algorithm helps in reducing number of iterations of database as 
well as it takes less space in computer memory due to transposed representation of database. 

Keywords- Frequent Itemsets; Minimum Support; Multiple Level Association Rule; Transposed Database; Trie;. 

 

1. INTRODUCTION 

Association rules [1, 2] mining is a significant technique of data mining. It is basically used for finding the relationship between items 

of a transactional database. The association rules mining is applicable in the area of sensor network data mining [3], gene ontology 

mining [4], cloud computing [5], spatial data mining [6, 7], and network intrusion detection [8, 9]. Principally, association rules are 

the correlation among items of database in the form of X→Y, where X and Y are the set of items. The validity of association rules is 

based on two essential parameters: support and confidence. The frequency or occurrence of an itemset in the database is known as 

support of that item. The confidence is the ratio of support of itemset (XUY) to support of itemset(X). An Itemset is known as 

frequent if it qualifies the condition of minimum support and a rule is valid if it satisfies the user defined minimum support and 

minimum confidence. The frequent item set generation is an initial step in the process of mining association rules. For generation of 

frequent itemsets, numerous algorithms were proposed in last few decades; nearly all of them were based on two approaches: with 

candidate set generation and without candidate set generation approach. Apriori [10] was the first algorithm which generated the 

frequent itemsets on the basis of candidate set generation. After that many researchers presented extensions of the algorithm which 

were AprioriTID [10], AprioriHybrid [11], DHP [12], FDM [13], DIC [14], CARMA [15], Éclat [16], Scaling Apriori [17] and many 

more. Another kind of approach based algorithm was FP-growth [18], which proposed without candidate set generation method. 

Further improvements to the FP-growth algorithm were FPMax [19], GIT-tree [20], COFI [21], Minimum effort [22].  Above 

mentioned approaches were intended to produce association rules at single level of abstraction, which contain extremely general 

information. To find more comprehensible and interpretable facts, multiple level association rules came into existence. The concept 

hierarchy of items is essential to mine multiple level association rules. These hierarchies characterize the relationships among the 

items, and categorize them at more than a few levels of abstraction. These concept hierarchies are offered, or created by specialists in 
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the application field. Remaining Paper is organized as follow: Section 2 contains Theoretical Background & Related Work. The 

proposed algorithms MLTransTrie is presented in section 3. Section 4 contains the conclusion and future work. 

 

2. RELATED WORK 

There are some kinds of associations that particularly grab the attention. These associations arise between hierarchies of items.  These 

items usually can be divided into different hierarchies based on domain nature. For example, things in a department store, beverages in 

a supermarket, or objects in a sports shop can be grouped into classes and subclasses that can lead to creation of hierarchies, which 

plays an important role of providing relationship among items. These relations are necessary for mining multiple level association 

rules. For finding these rules two phases are required: Initially, it generates the frequent itemsets at each level of hierarchy on the basis 

of minimum support value and then on the basis of these frequent item sets useful association rules are generated. Many researchers 

have focused on multiple level association rules mining. The one category of algorithms is based on Apriori [10] method. Firstly, 

multiple level association rules concept was given by Han & Fu [23]. Authors built up a top-down dynamic developing procedure for 

mining multiple-level association rules that expands the prevailing single-level association rule mining algorithms and discovers 

techniques for sharing information structures. In [24], a hash tree based method PRUTAX was introduced for mining multiple level 

frequent itemsets. The algorithm PRUTAX calculates count for only those candidate itemsets where all subset itemsets are frequent. 

The experimental results show the numbers of support computations were reduced by this method. A relatively different approach was 

introduced by Han and Fu in [25]. The researchers had analyzed the methods proposed in [23], and presented enhanced and optimized 

algorithms. Starting with the topmost level of the taxonomy, the rules on all level are extracted with decreasing support value as going 

down in the taxonomy. The extraction of rules, including items of different levels is not possible by this method. Another algorithm, 

MLAPG (Multiple-Level Association Pattern Generation) was presented in [26]. In order to extract all multiple-level frequent itemsets 

MLAPG scanned the database once and built a bit vector for each item. Furthermore, the size of the database is gradually reduced by 

pruning the items which are not frequent at the prior concept level. The association rules are generated by construction of an 

association graph by using the AGC algorithm [26]. But in case of large database, this algorithm is not able to perform well because 

related information may not fit in the main memory. In order to reduce memory requirements a new algorithm LWFT (Level wise 

filter table) was introduced in [27] for mining multiple level association from large transactional database. This method was the 

extension of [23] which was based on top-down dynamic developing procedure. In this algorithm the number of passes over database 

at each concept level is reduced due to itemsets counting implication approach, which is based on the notion of key patterns of 

equivalence class of itemset. The size of database is reduced at each concept level by filtration of encoded table. Experimental results 

proved that LWFT performed superior in terms of execution time and memory. Researchers in [28] explored a new model (MLBM), 

for mining multilevel association rules which was based on Boolean matrix. In that method only one scan of database was required. It 

adopted Boolean vector relation calculus, to extract frequent item sets at lower level and Boolean logic operations were used to 

produce association rules. 

Another category of algorithms is based on FP-growth [18] approach. The key motive of pattern-growth approach is to store large 

database with the help of tree. In this method, number of scans of large database is not required. Consequently, this technique was fast 

as compare to candidate set generation approach. A fast algorithm for mining multiple level association rules was FAMML_FPT 

presented in [29]. This algorithm was based on frequent pattern tree. The concept of the repaired items and the cross-level repaired 

items is introduced, which is promising to create FP-tree from lower levels to higher levels. In [30]    author offered a new method 

ADA-AFOPT to resolve the problem associated mining multiple level frequent itemsets. This method uses top-down, depth-first 

traversal and items are stored according to their support value in increasing order. Another approach with FP-tree structure was 

proposed in [21]. In this approach FP-Growth tree was combined (used) with COFI (co-occurrence frequent item) to generate rules at 

multiple levels of abstraction.  This algorithm builds COFI-tree for extraction of frequent itemsets which utilizes the memory in 
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efficient way. A complete set of frequent items can be produced by straightforward traversal of COFI-tree, so there was no 

requirement of repetitive mining process. An improved multi-level association rule mining algorithm was presented in [31], which 

employed a secondary storage structure. In that algorithm, efficiency of searching items was enhanced by use of hash table. By the 

help of experimental results it was proved that performance of the improved algorithm was increased by about 10%. In order to 

enhance the frequent itemset extraction process efficiency, another method of multi-level association rules mining was proposed in 

[3]. Multi-Level Association Rules Algorithm (MLAR algorithm) was designed in order to find valuable information in diverse 

information granularity level.  

The above mentioned approaches towards multiple level association rules are based on exhausting exploration techniques. 

Nevertheless, these algorithms can suffer for tremendous computational cost in finding association rules while they are applied to 

large transactional databases. To accelerate generation of multiple levels association rules and to reduce the unnecessary computation, 

a novel genetic-based method was introduced in [32]. In this algorithm, the tree encoding schema was used, which significantly 

decrease the association rule exploration space. The empirical outcomes show the efficacy and competence of the given algorithm in 

big data. Existing algorithms that accomplish the task of mining association rules at multiple levels of abstraction with Apriori based 

methods are not efficient to achieve time efficiency. The repetitive numbers of database scan are required to generate the candidate 

sets. Proposed methods that employ FP-growth approach are inefficient in the way that they use a large amount of computer memory 

to store conditional trees for frequent itemsets mining. Most kind of methods produce redundant multiple levels association rules in 

association rule discovery process. To encounter these problems an efficient algorithm is proposed which will overcome the problem 

associated with repetitive database scans and space requirement. 

3. PROPOSED ALGORITHM 

A new algorithm, MLTransTrie is proposed for mining multi-level association rules. The new method works on bottom-up approach. 

The lowest level contains rules with specific information, and it may be possible that no rules may match the constraints. But the rules 

at higher levels are enormously general. So, the value of user defined minimum support will vary according to the level. The algorithm 

will use an encoded transaction database. This encoded database is prepared by applying the positional encoding scheme on the 

concept hierarchy as explained in [27]. The method finds frequent 1-itemsets with their support at each level and on the basis of that, it 

filters the encoded database to remove infrequent items and also, transactions with only infrequent items. Then database is represented 

in transposed form and sorted, in descending order, according to support value of items. The presence of item in transactions of sorted 

transposed database is stored in bit format. Due to its structure as well as reduced form, it takes less space in memory and also less 

time for scanning.  

 Subsequently, this database is represented by Trie[33],which is appropriate for candidate set generation because transactions that have 

similar items uses the same prefix tree. Now simply trie traversal is required, to obtain candidates sets.  

3.1. Case Study 

 MLTransTrie accomplish its task in two steps at each level of concept hierarchy. Initially, it converts the encoded database into 

reduced transposed database and then, it represents the database in Trie for frequent item set generation. A sample transactional 

database is shown in Table 1. 
Table 1: Sample Transactional Database 

Transaction Id Items 
T1 {211, 212, 313, 111, 122} 
T2 {112, 122, 211, 225, 321, 313} 
T3 {211, 311, 111, 456} 
T4 {122, 132, 555, 231, 212, 311} 
T5 {211, 212, 311, 111} 
T6 {131, 112, 211, 322, 311} 
T7 {121, 211, 221, 212,132, 413} 
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The Process of scanning will start from lowest level and then goes up to first level. Level wise explanation and Trie representation is 

given below: 

Level: 3 

Scan the encoded database given in Table1 and compute the presence of each item at level 3. At this level all items are represented by 

three digits as 211, 111, 212 and so on. On the basis of their occurrence, items are arranged in descending order which is show in 

Table 2.  
Table 2: Transaction Items at Level 3 with Frequency 

 

 

 

 

 

 

 

 

To proceed further, assume the value of minimum support (M_Supp) as 3. The sporadic items and the transactions in which all items 

are infrequent are not considered for the transposed database. The presences of items in a transaction are represented by 1. In this way 

a reduced sorted transposed database is created which is shown in Table 3. 
Table 3: Reduced Transposed Database at Level 3 

 

 

 

 

 After the creation of transposed database only one scan of this database is required to make Trie, which takes less effort to generate 

frequent itemsets.  In Trie, there are two kinds of nodes. The root node, which is initialize to NULL and the child nodes, which have 

three fields: Item name, Frequency of item (occurrence count of item) and link of next item of a transaction.  

1) Transaction T1: {211,111, 212, 122}. 

The ROOT is created and then adds 211 as child of ROOT and it will contain 211 as item name, Frequency of item as 1 and link of 

next item i.e. 111. Add 111 as child of 211 and it will contain 111 as item name, Frequency of item as 1 and link of next item i.e. 212. 

Add 212 as child of 111 and it will contain 212 as item name, Frequency of item as 1 and link of next item i.e. 122. Add 122 as child 

of 212 and it will contain 122 as item name and there is no link for this because 122 is a leaf node for this transaction. This formation 

is shown in Figure 1. 

T8 {111, 211, 323, 524, 212, 132} 
T9 {411, 524,121} 
T10 {111, 211, 222, 411} 

Item Frequency in Transactions Item Frequency in Transactions 

211 7 131 1 
111 6 221 1 
212 5 222 1 
311 4 225 1 
122 3 231 1 
132 3 321 1 
112 2 322 1 
121 2 323 1 
313 2 413 1 
411 2 456 1 
524 2 555 1 

 Items T1 T2 T3 T4 T5 T6 T7 T8 T10 

211 1 1 1 0 1 1 0 1 1 
111 1 0 1 0 1 0 1 1 1 
212 1 0 0 1 1 0 1 1 0 
311 0 0 1 1 1 1 0 0 0 
122 1 1 0 1 0 0 0 0 0 
132 0 0 0 1 0 0 1 1 0 
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Figure 1 

2) Transaction T2: {211, 122}. 

The item 211 of this transaction is part of same prefix path which is already exists in Trie. So, just increase the frequency of 211 by 1. 

122 is not the part of this prefix path so make it child of 211with frequency. This formation is shown in Figure 2. 

 

Figure 2 

3) Transaction T3: {211, 111, 311}. 

Two items of this transaction i.e. 211 and 111 are part of same prefix path which is already exists in Trie. So, just increase their 

frequency by 1. 311 is not the part of this prefix path so make it child of 111 with frequency 1. This formation is shown in Figure 3. 

  

Figure 3 

 

4) Transaction T4: {212, 311, 122, 132}. 

Add 212 as another child of ROOT and it will contain 212 as item name, Frequency of item as 1 and link of next item i.e. 311. Then 

311 is making the child 212 with frequency 1.and so on. This formation is shown in Figure 4. 

  

Figure 4 

As there are total 10 transactions in the example so, it will be sufficient to show the precise parts of the proposed algorithm. 
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5) Transaction T10: {211, 111}. 

Finally, Trie is formed. All the frequent items are shown with their frequency in Figure 5. 

 

 

Figure: 5 

Level 2: 

 Again examine the encoded database given in Table1 and compute the presence of each item at level 2. At this level all items are 

represented by two digits followed by symbol ‘*’ as 21*, 11*, 21* and so on. Table 4 is designed by inserting the items in decreasing 

order of their frequency.  
Table 4: Transaction Items with Frequency at Level 2 

 

 

 

 

The minimum support is increased at level 2, because as going to upper levels the information is not specific. So frequency of all 

items is higher than lower level. Let the minimum support (M_Supp) at level 2 is 4. The items with frequency less than minimum 

support are not considered. The reduced transposed database is given in Table 5. 
Table 5: Reduced Transposed Database at Level 2 

 

 

 

 

 

After the creation of transposed database at level 2 with minimum support 4 again make Trie by repeating the process (steps) as at 

level 3. 

Item Frequency in Transactions Item Frequency in Transactions 

21* 9 22* 2 
11* 7 32* 2 
31* 6 52* 2 
12* 5 23* 1 
13* 4 45* 1 
41* 3 55* 1 

Items T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 

21* 1 1 1 1 1 1 1 1 0 1 

11* 1 1 1 0 1 1 0 1 0 1 

31* 1 1 1 1 1 1 0 0 0 0 

12* 1 1 0 1 0 0 1 0 1 0 

13* 0 0 0 1 0 1 1 1 0 0 
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Figure: 6 

Figure 6 shows the final representation of the database after generating the Trie at level 2. 

Level 1:    

For level 1 same procedure is followed as for lower levels used. The Table 6 is generated by the help of Table 1. At this level all items 

are represented by only one digit and two ‘**’ as1**, 2**, 3** and so on. Table 6 is considered by inserting the items in decreasing 

order of their frequency.  
Table 6: Transaction Items with Frequency at Level 1 

 

 

 

 

Let the minimum support (M_Supp) at level 1 is 6. The items with frequency less than minimum support are not considered. The 

reduced transposed database is given in Table 7. 
Table 7: Reduced Transposed Database at Level 1 

 

 

 

After the creation of transposed database at level 1 with minimum support 6 build Trie by repeat the process (steps) as at level 3. 

 

Figure: 7 
 

Figure 7 illustrate the final representation of the database at level1. Now, with the help of Tries at each level the task of generation of 

frequent itemsets is performed. This paper explains the process of mining of frequent itemsets at level 3. For that, first of all, using 

depth first search, it will traverse the Trie in Figure 5. After traversal the Maximal itemset with their frequency are given below: - 

{211, 111, 212, 122: 1}, {212, 311, 122, 132: 1}, 

{111, 212, 132: 1}, {211, 111, 212, 311: 1}, {211, 122: 1}, 

Item Frequency in Transactions 

1** 10 
2** 9 
3** 7 
4** 4 
5** 3 

Items T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 

1** 1 1 1 1 1 1 1 1 1 1 
2** 1 1 1 1 1 1 1 1 0 1 
3** 1 1 1 1 1 1 0 1 0 0 
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{211, 111, 212, 132: 1}, {211, 111, 311: 1}, {211, 311: 1} 

Now takeout the maximal itemset of any single path one by one and compare its frequency with M_Supp of that level i.e. 3 for this 

level. If it qualifies the condition then put all the subsets of maximal itemset in the Frequent Itemset Table i.e. Table 8 otherwise, put 

all the subsets in the Suspected Itemset Table  i.e. Table 9. While putting the subsets in the concerned table, find the frequency of each 

subset from Trie. To find the frequency of subsets take their values and after confirming the minimum value from these items, assign 

that to the subset. As it is possible that different paths may contain same itemset so, add the frequency of same itemsets of a table. 

After completion of this step, takeout itemset from suspected table which qualifies the condition of M_Supp and put them in Frequent 

Itemset Table and add the frequency of same itemsets. 

Table 4: Frequent Itemset 
Item Frequent item Set 

211 {211: 7} 
111 {111: 6}, {111, 211: 5} 
212 {212: 5}, {212, 111: 4}, {212, 211: 3} 
311 {311: 4}, {311, 211: 3} 
122 {122: 3} 
132 {132: 3}, {132, 212: 3} 

 

Table 5: Suspected Itemset 
Infrequent Itemsets 

{311, 212: 2}, {311, 111: 2}, {311, 211: 2}, {311, 212, 111: 1}, {311, 212, 211: 1},  

{311, 111, 211: 1}, {311, 212, 111, 211: 1} 

{122, 311: 1}, {122, 212: 2}, {122, 211: 1}, {122, 311, 212: 1}, {122, 212, 111: 1}, 

 {122, 111, 211: 1} 

{132, 311:1}, {132, 111:2}, {132, 211:1}, {132, 122, 311:1},132, 122:1},   

{{132,111, 212:1}, {132, 311, 212: 1}, {132, 212, 111:2}, {132, 212, 211:1},  

{132, 111, 211:1}, {132, 122, 311, 111:1},{132, 212, 111, 211:1},{132, 122, 311, 212:1} 

 

3.2 Algorithm MLTransTrie 

Input:  1) D a transactional database in the format of (Tid, items). 2) Concept hierarchy CH to support the items in transactional 

database. 3) User defined minimum support value M_supp. 

Output: Frequent itemsets at multiple levels. 

Method:  A bottom-up dynamic developing procedure which generates frequent itemsets at different levels of concept hierarchy. This 

method uses non-uniform support for all levels, so it starts with lowest level (max_level) of hierarchy and goes up to highest level. 

1. For level= max_level to level=1 do 

2. Trie[level]= CREAT_TRIE(TD[level]); 

3. Frequent[level]=  

GET_FREQUENT_ITEMSETS(Trie[level], M_supp[level]); 

4. End 

Procedure CREAT_TRIE  

Input: 1) Transposed database TD in the format of (items, Tid).  

Output: Trie with frequency of each item. 
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1. CREAT_TRIE (TD) do 

2. Trie=NULL; Item.support=0; 

3. For all Tid Є TD do 

4. Insert (Trie, Tid); 

5. For each itemЄ Tid do item.support++; 

6. End 

7. return Trie; 

8. End 

Procedure GET_FREQUENT_ITEMSETS  

Input:  1) Trie with frequency of each item and minimum support value M_supp.  

Output:  All frequent and infrequent itemsets. 

1. GET_FREQUENT_ITEMSETS(Trie, M_supp) do 

2. Frequent_itemsets=NULL; Suspected_itemsets= NULL: 

3. For all (paths) routes in Trie do 

4. Maximal_itemsets= DFS Traversing( Trie); 

5. For all subset of Maximal_itemsets do 

6. If itemset.support ≥ M_supp than do 

7. Frequent_itemsets =Frequent_itemsetsU itemset; 

8. End 

9. Else than do Suspected_itemsets= Suspected_itemsetsU itemset; 

10. End 

11. For all itemset of Suspected_itemsets do 

12. If itemset.support ≥ M_supp than do 

13. Frequent_itemsets =Frequent_itemsetsU itemset; 

14. Itmeset.support++; 

15. End 

16. End 

17. End 

18. return Frequent_itemsets; 

19. return Suspected_itemsets; 

20. End 

4. CONCLUSION AND FUTURE WORK 

The necessity of multiple-level association rule mining algorithms is rapidly increasing due to the need of advanced and precise 

knowledge in all fields. In this research work, a novel multiple-level association rule mining algorithm MLTransTrie is proposed 

which is based on advanced data structure Trie and transposed database. This new algorithm overcomes the problem associated with 

existing algorithms by improving the time efficiency as well as space requirements. The proposed algorithm counts the supports of 

itemsets based on the supports of other itemsets. The redundancy of association rules is an untouched issue. Although this 

MLTransTrie method is proficient in dealing with some key challenges related to multilevel association rule mining, but some issues 

are left for further research. Some effective optimization techniques are required to reduce the useless association rules. 
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Abstract- Over the past decades, there has been great advances in ICTs, which has led to the evolution and 

deployment of mobile phone application technology and GIS in the health sector. Despite of the expanded use of 

advanced ICT in the health sector, there is still ineffective data collection and presentation of patient and general 

health data in Tanzanian HIS. This paper shows different proposed and used GIS and mobile applications in 

perfecting HIS systems. It further proposes the best way on how these technologies can be used to provide effective 

data collection and presentation.  Based on the discussions, a module is proposed to be integrated into the HIS. The 

ultimate goal of this paper is to improve collection and presentation of health/patient data, in order to enable 

enhancement of epidemiological analysis. 

 

I.   INTRODUCTION 

Healthcare services access, quality and affordability are major problems all around the world especially in 

developing countries, including Tanzania [1]. These problems are due to ineffective performance of the existing 

Health Information Systems (HIS). The health systems are no longer adequate for dealing with effective health data 

collection and presentation. The resulting effect is that epidemiological analyses are wrongly done due to poor data 

collection and presentation in the HIS [2]. Epidemiology involves studying the distribution and determinants of 

health-related states or events in a specific population, and the application of this in controlling health problems [3].  

 

Most developing countries, especially Tanzania are reforming their health systems to provide expanded and 

equitable access to quality services [4] despite the low number of available health workers as reported by 

Kwesigambo et al. [5]. Figure 1 below shows the number of workers required and available in government healthy 

facilities in Tanzania.  
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Figure 1. Number of health workers required and available in government facilities in Tanzania 

 

Despite the health sector reforms in Tanzania that aim at reducing the workloads of the available health workers 

in hospitals, the World Health Organization (WHO) reports that the healthy system still encounters many problems 

[6]  as shown in Table 1 below. However, different studies have been done to solve the health issues but still 

ineffective data collection and presentation persists in HIS. 

 

Table 1. Problems encountered in existing HIS 

Type of Problems Encountered Village District Province National 

Duplication of forms 
 

   

Too many record books/forms being filled out at 

this level 
 

   

Lack of constant supply of forms     

Reports not submitted on time     

Inadequate training of health workers on how to fill 

out forms 
  

  

High degree of inaccuracy in data collected 
  

  

Lack of technical expertise of staff to properly 

analyze the data collected 
    

Lack of utilization of data being collected  
    

 

 
Taking advantages of the current growing ICT, mobile phone application and Geographical Information System 

(GIS) have the potential to offer major contribution towards improving the existing HIS services. Therefore, the 

objective of this paper is to propose the best GIS and mobile based integrated HIS, after reviewing different systems  

with regard to the use of mobile and GIS applications, whether they are used independently or in combination to 

improve data collection and presentation in HIS. 
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II. REVIEW OF DIFFERENT HIS IN TANZANIA 

The Health Information System (HIS) is as a set of components and procedures of the healthy system organized to 

generate information used in improving management decisions involving health care services delivery at all levels 

[7].  The main components and standards of HIS as described by World Health Organization (WHO) [8] are 

provided in the Figure 2 below. HIS allows for transparent decision making supported by evidence, and hence 

improve the health status of the population. Thus, HIS produces relevant and quality information to support decision 

making in the health sector [6]. 

 
Figure 2.Health Information System’s Components and Standards 

 
However, WHO has contributed to positive progress in the health sector by putting up components and standards 

for all HIS designs to follow, but still the Tanzanian’s HIS is currently not sufficiently responsive or effective in 

general [9]. Figure 3 below shows the topology of the existing HIS in Tanzania, whereby after visiting the hospital 

for treatment, the patient starts with the registration process then is asked the payment modality  as to whether it is 

by the National Health Insurance Fund (NHIF) card/other insurance card or cash. The patient pays some amount for 

doctor’s consultation and other treatment procedures will follow accordingly. The doctor documents the diagnosis 

results into the patient’s profile. Most of the time, nurses or public officers will compile reports in paper format, 

which are then submitted to the district health office for analysis. This shows the ineffectiveness of the existing HIS 

in terms of patient data collection and presentation. 
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Figure 3. Topology of existing HIS in Tanzania 

 
Many studies have attempted to find the optimal solution for counteracting the existing HIS. We now carry out a 

fair review of the different studies on mobile application and GIS in health care systems. 

A. Mobile application based HIS 

Mas et al. [10] proposed an enhanced  healthcare multi-collaborative system operation over Third Generation 

(3G) mobile network. The proposed m-health system’s architecture and sub-systems are presented in the block 

diagram shown in Figure 4 below.  

 

 
Figure 4. The m-Health System’s Architecture and Sub-systems 

 
Another related work as proposed by Ruotsalainen et al. [11] involved the use of personal doctors in a prescribed 

community in which they adopted the use of trust information-based architecture as shown in Figure 5. 
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Figure 5. The Architecture of the Trust Information Based-Privacy for Ubiquitous Health 

 
However, the reviewed mobile based applications in healthcare have some limitations in the health sector 

Tanzania. From Figure 4, we see that the m-Health system architecture and sub-systems are only used between 

healthcare works and therefore it lacks community participation or involvement. Also Figure 5 shows the 

architecture of trust information based-privacy for ubiquitous health whereby patient calls his/her personal doctor 

for treatment. This architecture in Figure 5 is also not suitable for developing countries where the number of 

available healthcare workers is very low; this system can effectively work in developed countries where the number 

of available healthcare workers is very large. 

B. GIS based HIS 

Otto et al.  [12] proposed the development of health monitoring system network architecture, whereby each 

user/patient wears a number of sensors through personal network implemented by ZigBee or Bluetooth. The 

personal server provides graphical or audio interface to the user, and transfer the information about health status to 

the medical server through the internet or mobile telephone networks such as the GPRS, 3G etc. It can be 

implemented on a personal digital assistant (PDA), home personal computer or cell phone, and it is used to set up 

and control WBAN. Figure 6 shows proposed health monitoring system network architecture by Otto, Chris et al. 
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Figure 6. Health Monitoring System Network Architecture 

 
Another use of GIS is the ArcGIS software, which is mostly used in developing countries especially in public 

health. The ArcGIS Server as explained by Huaiqing, et al.  [13] is a platform on which enterprise WebGIS 

applications are built. Figure 7 below shows the architecture for  ArcGIS server system. 

 
Figure 7. Architecture for the ArcGIS Server System 
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However, the reviewed GIS architecture in healthcare has limitations in Tanzania. The health monitoring system 

is very expensive as it depends on sensor and internet to run its activities full time whereas the ArcGIS is a 

commercial software, which is also expensive to purchase. 

 

C. Benefits of integrating Mobile application and GIS into HIS 

GISs are useful in compiling and presenting data at regional and national levels.  They are particularly useful in 

compiling data for environmental and health outcomes for recording and measuring to the use and impact of health 

services. Nowadays, GIS is seen to have the potential for improving the population’s health and contribute to policy 

development, implementation and research in public health [14]. On the other hand,  the mobile application in HIS 

has many uses ranging from remote data collection and monitoring, education and awareness, diseases and epidemic 

outbreak training, diagnostic and treatment support as well as communication and healthcare workers’ training [15].  

 

In viewing the benefit of integrating GIS and Mobile application in HIS, the objectives of epidemiology in 

healthcare systems can be realized. These include identification of the priority health problems in the affected 

community, determination of the extent to which diseases exists in the community, identification of the causes of 

diseases and the risk factors, determination of the priority health interventions, determining the capacity of the local 

infrastructure and the extent of damage, monitoring the health trends of the community, and health programmes’ 

impact evaluation [16]. 

 

III. THE PROPOSED SYSTEM 

 
A review of various studies shows that many researchers have used mobile application technology and GIS to 

enhance health information systems. However, no studies have attempted to integrate the mobile application 

technology and GIS  into the health information infrastructure to provide the basis for data collection and 

presentation for effective data analysis and decision support [17]. 

 
We therefore, propose to develop a system which integrates the mobile application technology and GIS to be used 

specifically on wireless computing devices, such as smartphones and tablets [18]. Using this system, patients can 

register for treatment with a hospital. After the registration form is submitted, the data goes into the staging 

database, which is used to store all submitted patient data. Then from the staging database, the data is pulled into the 

HIS database only if the patient has visited the hospital for treatment. And then patient treatment procedures take 

place, whereby the doctor documents the results/status of the patient into the patient profile, and finally the 

epidemiological analyst is able to automatically view the data in different summaries, reports and visualization using 

GIS.  The GIS is online software, which is free to use; there will be no additional cost for purchasing it. Figure 8 

below shows topology of the proposed system. 
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Figure 8. Protocol of the proposed system 

 

IV. CONCLUSION AND RECOMMENDATION 

This study has reviewed and analyzed various methods related to the integration of the mobile application 

technology and GIS with the aim of improving HIS. We have discussed different methods that help to remove 

inefficiencies in data collection and presentation to enhance decision making in HIS. Although some of the methods 

are good but very difficult to implement in the Tanzanian environment, we propose the introduction of another 

method that can match with the Tanzanian context. The method proposed is the use of interactive remote patient 

registration and integration on GIS in HIS. We recommend that the same system should be further researched using 

USSD mobile phones and also the related security issues in m-Health application should be research further. 
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Abstract— RFID is an automatic identification technology that 
enables tracking of people and objects. Recently, the RFID 
technology has been deployed in hospitals for patient and 
equipment tracking, surgical equipment monitoring, medication 
monitoring, and improving health record access in emergency 
cases. The pharmacy department in public hospitals faces 
challenges due to manual record keeping and inventory 
management, which result in theft and diversion of the drugs by 
unfaithful workers. This work identifies the potentials behind use 
of the RFID technology in addressing these challenges. The paper 
focuses on reviewing the current situation at the hospitals to 
identify loopholes causing these problems and later suggests the 
solution based on RFID to counteract the challenges. The case 
study methodology is used where 5 public hospitals in Tanzania 
were visited to obtain data based on real situation. It was 
discovered that the drug management and monitoring process is 
done manually, involves paper based record keeping, manual 
counting of stock during each staff shifting time, which is hard to 
track in case of any loss. Therefore, there is need to develop a 
technological solution to manage the process and secure the 
drugs.  

Keywords: RFID, UHF Radio Frequency, Drug management and 
monitoring, public hospital 

I.  INTRODUCTION 

The health sector uses different technologies in healthcare 
services delivery, including the Radio Frequency Identification 
(RFID). The RFID is an automatic identification technology 
that enables tracking of people and objects [1]. It utilizes 
electromagnetic waves for transmitting and receiving 
information stored in a tag to or from a reader [2]. A typical 
RFID system is made of at least three components: the radio 
frequency transponder (tag), the reader, which is basically a 
transceiver controlled by a microprocessor used to inquire a 
tag, and client software to communicate with a reader through a 
reader protocol, collecting, storing and/or processing codes 
retrieved from the tags.  

Public hospitals are all healthcare service providers owned 
and operated by the government to serve the citizenry. 

Pharmacy departments at hospitals coordinate drug orders from 
suppliers and distribute the drugs to patients and other hospital 
units. In Tanzania, all public hospitals receive or purchase 
drugs/medications from the Medical Stores Department (MSD) 
and few drugs from other suppliers or distributors. The 
pharmacists in healthcare institutions are increasingly burdened 
with handling complex manual work involving record keeping 
and inventory management as hospitals serve a large number of 
patients every day [3].  

The pharmacists in hospitals are responsible for a range of 
work activities including filling in patients’ medical 
prescriptions, daily maintenance of drug inventories making 
sure that the hospital has enough quantity for each drug for 
administering to patients, accounting for the hospital’s 
purchase and usage of drugs and for  provision of drugs to 
individual patients, and  distributing the drugs to the 
appropriate nursing stations and wards within the hospital to 
suit each station's daily demands. Hospital pharmacists are also 
responsible for tracking of drug lot numbers and expiration 
dates to get rid of expired drugs, and reporting to the hospital 
management on all matters concerning drug ordering, 
dispensing and delivery.  

However, there have been several instances reported on 
theft and loss of drugs in hospitals. For instance, the MSD’s 
Internal Audit investigation report of October 2007 indicated 
that medicines valued at USD 133,000 (163.2 million TZS) 
were missing or stolen [4].  Another reported case [4] revealed 
that some medicines meant for public hospitals have been 
diverted to private hospitals and pharmacies. Our preliminary 
survey of the drugs market discovered that medicines intended 
for free dispensing in public health facilities are sold at varying 
market rates in the private sector. These drugs may have been 
acquired through donations by countries or manufacturers as 
part of aid programs, or sold at very good discounts to support 
public health service delivery in Tanzania [5]. Our study 
revealed loopholes in the information management system in 
relation to pharmacists’ duties and responsibilities of 
purchasing, distribution and dispensing of medicines, which 
result into some medicines being channeled from the public 
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health facilities to the private markets. Despite the fact that 
these duties can be simplified by integrating the information 
management system, we found that there is no electronic 
system deployed in public hospitals in Tanzania. Various 
attempts have been made to assist hospitals’ pharmacy 
departments with maintaining accurate records and reduce 
challenges in managing drug distribution information. Thus, 
developing a technological solution for monitoring drugs 
supplied to hospitals to reduce losses and unintended use of 
drugs is essential. This paper provides a review of different 
technologies, which are used for drug monitoring and 
management. 

The rest of this paper is organized as follows: Section II 
covers overview of the RFID technology and its potential in 
enhancing information management in the  health sector, 
Sections III and IV present reviews on the RFID technology 
basics and various research work done to counteract the 
hospital pharmacy challenges and their limitations respectively. 
Section V explains the proposed solution to the challenges 
facing pharmacy information management in hospitals, while 
Section VI concludes the paper. 

 

II. OVERVIEW OF THE RFID TECHNOLOGY 

RFID is a generic technology that uses radio waves to identify 
objects [6]. Other identification technologies related to RFID 
include barcodes, biometrics, magnetic stripe, optical card 
readers, voice recognition etc. The difference between RFID 
and these other technologies is that RFID is an automatic 
identification technology, which utilizes radio waves to transfer 
its information. Furthermore, it doesn’t require line of sight for 
communication, and it can sustain harsh physical 
environments, allows simultaneous identification, has excellent 
data storage, wide read range, and it is efficient in terms of cost 
and power [7], [8]. In the health sector, the RFID has been 
deployed for various applications such as patient identification, 
anti-counterfeiting, hospital inventory management, staff and 
patient location and medication adherence enhancement [9]–
[11]. 
 

A. RFID System Architecture 
Basically, the RFID system has three components: the 

RFID tag or transponder, the RFID reader device or 
transceiver, and a backend information system (servers). Figure 
1 shows the main components of the RFID system. The RFID 
tag typically has an electronic chip that holds a certain amount 
of data, and an antenna used to communicate with the reader. 
There are also RFID tags with no chips; these utilize certain 
Radio Frequency (RF) reflecting properties of materials. RFID 
tags can be characterized as active, passive or semi-passive. An 
active tag uses a battery to power the microchip’s circuitry and 
broadcast signals to the reader. It has more memory capacity 
and provides wide read range.  A passive tag does not use 
batteries and is powered by electromagnetic waves sent by a 
reader to induce a current in the tag’s antenna. The passive tag 
has less memory capacity; it can store little basic information 
such as identification number and short coverage range. A 

semi-passive tag uses both the battery and waves sent by the 
reader. Cost of RFID tags depends on the type; active tags are 
more cost than passive ones. The choice of tag depends on the 
kind of application where the aspects like read range, amount 
of information to be stored on tags and cost should be 
considered. 

The communication between RFID reader device and the 
RFID tag is through RF waves. This communication with the 
RFIED reader device with the tag differs between the types of 
RFID tags.  The RFID reader communicates with tags through 
inductive coupling method. The tag’s read range depends on 
both the reader’s power and the frequency used to 
communicate. Radio-frequency communication between the 
tag and reader may occur on the following frequency bands: 
Low frequency (LF) band is in the range of 125–134 kHz and 
140–148.5 kHz channels, high frequency (HF) band is at 13.56 
MHz, and ultra-high frequency (UHF) band is in the range of 
868–928 MHz [12]. The RFID system operates in Industrial-
Scientific Medical (ISM) band, which is freely used by low-
power, short-range systems. A higher frequency results into a 
longer communication range and a faster communication 
means that more data can be transmitted, but requires more 
energy output from the readers. In addition to these 
components, the RFID system receives large amounts of data 
generated from the movement of physical goods in a real world 
setting; the data is rarely clean and it is often noisy, erroneous, 
and may be unusable in its native form [13]. As a result, it was 
necessary to develop an intelligent component, called middle 
ware, to filter, aggregate, sort and add missing information in 
the data before it is sent to the host system. 

 
 

B. RFID Tagging Levels 
The RFID tag is placed at the item for identification. Level of 
tagging depends on the application.  The RFID tagging can 
essentially happen at three granularity levels. First, in supply 
chain the RFID tagging can take place at the pallet level, 
where the tag is attached to a pallet. In this case, the tag ID is 
programmed into the tag and attached on the pallet when the 
pallet is ready for shipment. Typically, the tag ID is cross-
referenced to a list of inventory on the pallet and the purchase 
order.  Once the shipment arrives at its destination, the cross-
referencing of the tag ID can be done again to the database 
record containing the pallet information. The second level of 
granularity is case level tagging, in which the tag is attached to 
the case. The tag typically cross references information for the 
purchase order and inventory. The case level tagging has a 
primary advantage over pallet-level tagging, which is that 

Identify applicable sponsor/s here. (Sponsors)

 
 
 
 
 
 
 
 
 

Figure 1: RFID System components 
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more detailed tracking can be done. Case-level tagging allows 
for full inventory visibility as the inventory can be moved in 
case quantities. The automatic reporting of case counts means 
that case level tagging saves labor time and it makes manual 
case counting unnecessary.  

Thirdly, item level tagging is where the tags are on the 
packaging of the items. The tags are attached to each product 
item during the manufacturer’s packaging.  Item level tagging 
provides the highest visible granularity. Depending on the 
RFID application environment, tagging can be at item level, 
case level or pallet level. In this intended application, the best 
tagging position will be at the case level since the item level 
and the distribution at pharmacy store is basically through 
carton boxes. And this will also reduce the tag cost as item 
level tagging is the costliest solution [12]. However, the cost of 
RFID tags was expected to be 5 cents by 2007 [14]. According 
to RFID journal, the volume, amount of memory on the tag and 
the packaging determines the cost of cost tag; thus this cost 
would much lower for high volume requirement [15]. 

 

C. The Potential of RFID Technology in the Health Sector 
One of reasons for slow deployment of the RFID 

technology in many sectors is its potential in solving the 
intended problem due to its cost of implementation. However, 
making the cost benefit analysis informs the importance of the 
technology; that is, consideration of the cost to the hospital, 
government, and donor and indirectly to patients who miss 
treatment will eventually conclude that the cost for 
implementation is much less compared to the loss incurred. 
Studies have been conducted in different countries with the aim 
of examining the potential of RFID implementation in 
hospitals.  Some of the studies include those done in Taiwan, 
USA [16] [17], and Taiwan [18] [19]. In our review, we found 
that [13] conducted a study on how information technology can 
be used to initiate change and improve the healthcare.  The 
results of this study showed that implementation of the RFID in 
the health industry can help to measure, control, and improve 
workflow processes. A study by Wang et.al involved 
implementation of the RFID at the Taiwan Medical University 
Hospital.  In their work, the authors explain the growth in use 
of the RFID in improving monitoring and management of 
drugs as well as the RFID planning and related strategy for 
implementing the RFID projects in hospitals.  

A study by [18], investigated the impact of implementing 
the RFID technology in the hospitals and how it affects the 
hospital staff and the society. The findings of this study showed 
that the nursing staff at the hospital had signs of worries as the 
technology involved close scrutiny and supervision. However, 
these findings basically apply to the tracking application of the 
technology where the nurses had to be directly involved. We 
believe this feeling will not be experienced on pharmacy staffs 
since the application intends to serve their burden by 
automating the work. Another study [14] used case studies of 5 
hospitals to find the value of using RFID in business. The case 
hospitals had implemented the RFID technology in 2003 with 
the specific aim of minimizing the impact of the Severe Acute 
Respiratory Syndrome (SARS).  In the study, measuring the 
value of the RFID technology at the execution stage involved 

identifying a number of intentions. The researchers concluded 
that including the RFID technology in the whole business 
framework can result into successful implementation of the 
technology. These studies prove that integration of the RFID 
technology in the health sector is very promising provided that 
the whole business environment is considered at early stages. 

    

III. CURRENT DRUG MANAGEMENT ISSUES IN PUBLIC 

HOSPITALS IN TANZANIA 

The significant cost of purchasing and storing  
pharmaceutical products and their respective control 
requirements largely contributes to the healthcare industry 
costs [15]. Although the health industry is seen as one the most 
important industries in the world, both in developed and 
developing countries, little attention has been given to the area 
of drug management and monitoring which is at the core of 
effective healthcare delivery. Pharmacies in Tanzania’s public 
hospitals use traditional paper-based processes to document 
disbursed drugs, order drugs from suppliers, follow up on 
orders before delivery and receive the ordered drugs. 
Moreover, they also need to verify the orders, keep received 
drugs in stores, maintaining them in the storage facility till they 
got dispatched to the intended public health unit. Also, 
pharmacists are responsible for keeping records on all 
pharmacy related matters, keep track on drugs and carefully 
dispose the expired drugs. Furthermore, pharmacists spend 
most of their time on paper work to ensure all drug records are 
updated. The pharmacy stores receive drugs and medical 
equipment from suppliers in bulk, and thus have to maintain 
them in stores until they are dispatched to the intended public 
health facilities.  

At the dispensing unit where patients obtain drugs from, the 
records are kept by filling in individual patient prescriptions 
and amount of money paid for the drugs on paper forms. 
Basically, the whole procedure is done by filling in information 
on the papers and monitoring activities need to be done 
manually. In 2007, the Global Pharma Health Fund established 
the protocol on assessing the quality of anti-malaria drugs in 
private health sectors. Unfortunately during sample collection, 
they found some public intended drugs being sold in private 
retails. This was followed by the study by [5] in which they 
identified the anti-malaria medicines being diverted into the 
African markets, especially in such countries as Nigeria, 
Tanzania, the Central African Republic, Senegal and Zambia. 
This might be due to the current management process where no 
one is held responsible for the government or donor supplied 
drugs to public hospital. A study by [16] identified that 
inefficiency and inaccuracy in the inventory operations and 
controls of pharmaceuticals is among the major challenges 
facing management of the operations and processes in public 
hospitals. 

IV. RELATED WORKS 

The problem involving pharmacy management and monitoring 
has been noted by many researchers. In addressing the hospital 
pharmacy management problems, several studies from 
academia and industry have been carried out. This section 
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discusses some literatures addressing pharmaceuticals research 
problems and we review how these can provide a better 
solution to similar challenges faced by public hospitals in 
Tanzania. This section reviews related works on 
pharmaceutical supply chain management, drug dispensing 
systems, and medication monitoring systems. 

A.  Pharmaceutical supply chain management 
The works on pharmaceutical supply chain management 
concentrated on establishing the protocols and procedures to 
manage and monitor drugs in the hospital environment. Work 
done in [15] developed a model for proper utilization of 
resources at the pharmacy store. The study came out with 
order and refill levels of drugs in the information systems. 
This provides the basis for system designing whereby the 
proposed refill revel could be used as reference stock level to 
alert users to reorder prior to total stock out. 

Other researches focused on drug counterfeit detection 
systems. Among the major challenge in the pharmacy industry 
worldwide is the counterfeit drug penetration to the market. 
This affects both manufacturers and consumers of the 
pharmaceutical products. The manufacturers are affected 
through business loss since the counterfeit drugs are much 
cheaper as the traders avert paying tax and the drugs are 
manufactured with low quality. As for the consumers, the 
counterfeit drugs are dangerous to their health. Therefore, 
different researchers have attempted to investigate the 
application of the RFID technology in pharmaceutical supply 
chain to detect counterfeit products [17][10][18][19]. The 
RFID based anti-counterfeit drug tracking system is designed 
to provide a drug verification mechanism. Figure 8 shows the 
manufacturer to hospital drug distribution control system. 

However, the limitation for this system is the unrealistic 
assumption that all the key stakeholders in the drug supply 
chain, such as the manufacturers, distributors, wholesalers, and 
pharmacies, have the necessary hardware and computing 
ability to read and process RFID equipment information. 
Furthermore, the solution is not ideal for developing countries 
like Tanzania where the electronic system has not been 
introduced and hospitals do not have internet connectivity, for 
referral hospitals. Implementing this solution in Tanzania will 
be not feasible due to high cost of implementing information 
systems across the hospitals and interlink with manufacturers’ 
systems. Therefore the development of a simple but effective 
solution feasible to the economic status of the country yet 
solving the problem is important. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

B. SMS based drug monitoring systems 
Novartis Company developed an SMS-based system for 
monitoring anti-malarial drug distribution in the sub-Saharan 
Africa. The technology was developed to prevent stock-out of 
anti-malarial drugs in remote areas by taking advantage of the 
coverage of the expansive mobile phone network, which has 
reached rural areas. The system automatically sends weekly 
text messages using the SMS to mobile phones at public health 
facilities requesting updated information on their stock levels 
[20]. The major challenge on the effectiveness of this system 
is that the remote health centers are served by the district 
hospital where the automated drug monitoring and ordering 
system is not in place. Thus, even if the SMS from the remote 
health center will be received, it will be difficult to process the 
request since even the district level can get out of stock 
without notification. This necessitates the need for developing 
an information system for drug monitoring and management at 
the hospital level. 

C. Medication monitoring systems 

Errors in administration of medication are a leading cause 
of patient morbidity and mortality and excessive costs; thus the 
development of an information system that assists in 
monitoring medication is vital for efficient  

 

 

 

 

 

 

 

 

 

 

 

health care provision [21]. Study by [22] developed a system 
used in maintaining drug information and communicating with 
medication delivery devices. The system includes software for 
use in the hospital pharmacy and biomedical environments.  
Also, ref [23] designed and developed the medication error 
control system, which was a RFID-based prototype software 
that can be used to monitor and administer medication in 
hospital environments.  The pitfall with this system is that it is 
limited to medication error control and thus does not extend to 
pharmaceutical monitoring and management.  And it also needs 
a well information technology networked hospital. 

 
Figure 2: RFID enabled pharmaceutical supply chain [17] 

 
Figure 3: Proposed system architecture
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V.  PROPOSED DRUG MONITORING AND MANAGEMENT 

SYSTEM 

Despite the fact that barcode labeling is an inexpensive 
technology, offers reliability, and is widely used, the 
technology’s limitations including the line-of-sight 
requirement and short-range reading distance. This makes it a 
slow and labor-intensive technology [2]. Receiving, storing, 
sorting, and shipping processes will all benefit from this 
wireless technology and become more efficient and effective 
[24]. Our proposed system intends to utilize the RFID 
technology to manage and monitor drugs in the hospital 
environment for the case of public hospitals. The system will 
be of low cost as it utilizes UHF RFID tags to tag the drug to 
be monitored. The system comprises of the central database, 
the RFID network, and user/administration interfaces. The 
proposed system will offer several benefits including 
preventing unexplained drug loss, saving the government’s 
expenditure on hospital supplies by ensuring the available 
resources are well spent, and it will simplify stock keeping, 
prevent stock-out by integrating re-ordering notification on 
preset stock level. Furthermore, the system will improve 
record keeping, health service delivery and eliminate manual 
work performed by pharmacy staff. Figure 3 shows the 
proposed system architecture. 

Traditionally, the RFID technology has been thought to 
be used in health care service delivery just for diagnosis of 
patients in emergency situations, measuring patient’s vital 
signs, recording significant medical information and 
transferring to an electronic monitoring device, and 
monitoring the elderly. It has also been used in monitoring of 
goods and equipment, as well as controlling drugs 
administration and blood transfusions, thereby reducing 
medical errors in hospitals [9]. This study investigated the use 
of RFID in healthcare service delivery, especially in drug 
monitoring and management. The RFID technology is 
classified as a wireless automatic identification technology 
that uses electronic tags to store identification data and other 
specific information, and a reader to read and write the tags. 
The motivation for using the RFID technology in this research 
is the automatic identification and tracking capability of the 
objects with RFID tags which when utilizes can counteract 
unexplained drug loss and theft in the hospital environments.  
 

VI. CONCLUSION  

The application of RFID technology in the health 
industry can provide significant benefits in improving the 
pharmaceuticals supply chain management in hospital 
environments. This paper has presented a review on the actual 
situation of pharmacy management practices using the case of 
public hospitals in Tanzania. A review on the RFID 
technology has been presented where the feasibility of the 
technology in solving the identified challenges is done. It has 
been revealed that there is high potential and return on 
investment for applying the RFID technology in the health 
sector. 

 Lastly, we introduced and proposed the RFID 
technology and its application in pharmacy management 
systems, which can be adopted to mitigate problems faced by 
most public hospitals in Tanzania. The proposed system 
intends to be of low cost by utilizing passive Ultra High 
Frequency RFID tags to tag the monitored drugs, which will 
counteract drug diversion or loss in the government owned 
hospitals to the private sector and therefore ensure drug 
availability at the hospitals. 
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Abstract: This study concerns the security 
challenges that the people face in the usage and 
implementation of cloud computing. Despite its 
growth in the past few decades, this platform has 
experienced different challenges. They all arise 
from the concern of data safety that the nature of 
sharing in the cloud presents. This paper looks to 
identify the benefits of using a cloud computing 
platform and the issue of information security. 
The paper also reviews the concept of information 
hiding and its relevance to the cloud. This 
technique has two ways about it that impact how 
people use cloud computing in their organizations 
and even for personal implementations. First it 
presents the potential to circulate harmful 
information and files that can adversely affect the 
data those users upload on those platforms. It is 
also the basis of the strategies such as steganalysis 
and cryptographic storage architecture that are 
essential for data security. 

1. INTRODUCTION 
 Cloud computing is still an evolving 
paradigm of information technology, but it has 
received much attention because of the capabilities it 
can assure the users [13]. In summary, this is a 
subscription-based service that allows people to use 
storage spaces on a network that enables them to 
keep and retrieve computing resources [10]. Primary 
examples of cloud computing technologies are 
emailing and social media platforms that allow a 
person to store different bits of information in a 
virtual internet space. The various enablers about 
cloud computing are, for example, access to one’s 
information from anywhere in the world at any time 
just as long as they have an internet connection. 
 The scope of operation of a cloud computing 
services determines its type. Public Clouds are the 
most popular type that requires someone to use the 
internet to access a storage space [10]. These are the 
types that email users can access and also in other 
services that businesses have established online and 
any person can access their use. The private cloud 
consists of a small group of individuals who limit the 
access to space just to themselves [10]; it can involve 
a small organization that opens its storage for its 
workers only. The scope grows and develops to a 
community cloud that allows access between groups 

of organizations. When users make a combination of 
any of the above types, it becomes a hybrid cloud. 
 There are different challenges that associate 
with the platforms of cloud computing. They are 
most common in the Internet-based service providers. 
These internet service models have the most 
widespread use of the cloud [13]. Due to the higher 
number of persons that use the internet as a virtual 
storage space, there are many different risks that 
come up. Most of them are about managing space 
while ensuring the safety and efficiency of every 
user’s operations. 
 These challenges open up to the research 
that is the primary concern of this paper. Security is 
one of the major problems that cloud users face 
around the globe [16]. It is mainly the reason that 
most people fear using this platform despite the 
benefits it promises for different enterprises. Most 
would prefer to meet the high costs and develop their 
clouds instead of taking the advantages of the 
cheaper Internet-based infrastructure. The author will 
focus on the causes of insecurity in the web-based 
cloud computing services. It will then outline the 
practices that lead to a web-aware security strategy 
for the providers and users that can ensure they get 
the best experiences. This research will focus on 
information hiding as a safety issue for Internet-based 
cloud computing applications. The researcher will 
take a look at various techniques of hiding data such 
as steganography and cryptography and how they can 
be dangerous or significant. The significance of 
different methods of ensuring that clients can 
experience minimal damage from these techniques is 
also another important consideration. 

2. LITERATURE REVIEW 
2.1 Definition of Web-Based Cloud Computing 
 There is always a common misconception 
that cloud computing has its scope only on the 
internet. It is more of a network-based strategy that 
enables people to share computing resources and 
other information without the need of setting them up 
on their computers [4]. These settings allow the 
people to perform computations on this network 
using standard infrastructure like software and 
storage spaces that are not on their computers but 
rather in a central location for that connection. 
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 Web-based cloud computing provides the 
capability to host files and resources on an internet 
platform and allows the users to implement all their 
activities online [20]. It allows people to access a 
pool of these resources that they can share their 
connections. There are various characteristics that 
define web-based cloud computing [6]; first is the 
access to the services on demand at anytime from 
anywhere in the world with just an internet 
connection. This ability equally allows people to load 
the information into the system independent of their 
location. The cloud also provides rapid elasticity 
from the natures of its systems to adapt and handle 
the shift in workloads and storage capacity 
requirements from the users [9]. Another feature of 
these services is their measurability; it provides an 
easy method to estimate the value that the 
implementation of this strategy brings to an 
organization [18]. 
2.2 Benefits of Cloud Computing 
 There are different benefits of implementing 
a cloud for an organization or even an individual. 
Lower costs of infrastructure and operation are 
among the advantage that one will witness through 
the use of this platform [15]. The group does not need 
to purchase very robust infrastructure and computers 
to provide the ability to handle their resources [15]. 
There is the need to purchase on the central network 
equipment that will host all the services and software 
the people will use with any form of computing 
device they launch into it. The systems that use 
Internet clouds need a connection and perform all 
their functions in the virtual spaces through the 
websites [3]. All this capabilities lower the costs of 
operation for that organization and are a big gain. 
They also extend their scope to reduce costs in 
software operation and maintenance costs as the 
providers of the services will handle them as part of 
their activities [15]. 
 Another advantage comes to a reduction in 
the worry about the maintenance of infrastructure and 
other enablers of the group’s operations [14]. There is 
the benefit of lower dependencies on the 
organizational hardware and actually, they even need 
much less that they would if the set up their facilities 
[15]. This requirement reduces the probability of too 
much maintenance requirements of the hardware and 
software in the organization. 
 There are always issues that organizations 
have to handle about software licensing and updates 
every time. The cloud reduces the need for such 
requirements in an organization and defines another 
benefit of its implementation [12]. The service 
providers have to ensure that all the resources in their 
scope receive regular updates by allowing the internet 
based operations to input these changes into the 

system [15]. Therefore, the cloud serves the 
advantage that people will always use the latest 
version of the software if the implement the web-
based services. 
 Using the cloud assures the clients that they 
have access to limitless capabilities in computing 
power and storage capacity [15]. The power of the 
entire cloud is at the disposal of the user as all they 
can share all the functions and abilities that all the 
other people on the platform can access. The need for 
larger storage capacities is always growing, and the 
providers are always expanding their facilities to 
accommodate the demands of their customers [15]. 
The segment of performance also mirrors this trend 
and, therefore, every user benefits from these 
capabilities as the access is standard to those who 
require high computing and storage capacities and 
those who do not. The clients can access much more 
capacities than they have on their smaller computers 
if they can access the cloud [15]. 
 Data safety is another assurance that cloud 
computing provides to those who implement it in 
their operations [5]. There are different challenges 
that using personal computers can bring to the users. 
For example, there would be hardware breakdowns 
that endanger the data that people store in them [15]. 
Using the cloud eliminates these risks because the 
providers take care of the information in their system 
and can afford to conduct regular backups to secure it 
[5]. 
 Compatibility is another advantage that 
cloud computing allows for its clients [15]. The issue 
of compatibility arises in the areas of operating 
systems, applications and document formats [15]. For 
example, there is no way on regular computing that 
an application for Windows operating systems can 
work in Mac personal computer. This issue does not 
exist in the cloud as the customers can use all the 
apps on any computer operating systems [15]. There 
is a duplication of this capability to all document 
formats that observe the OS boundaries and, 
therefore, it increases the amount of computing 
flexibility, unlike the other platforms. It also enables 
the universality of access to documents and 
applications which is another advantage that the users 
can get benefits [15]. 
2.3 Security as a Threat to Web-Based Cloud 
Computing 
 Despite the increase in popularity of cloud 
computing, there are different challenges in its way 
and one of them is data safety [25]. The use of the 
cloud involves complex structures of databases, 
networks, operating systems and the control of 
various other infrastructures that are mostly 
vulnerable [7]. The security of the information that 
clients put on the cloud and the different support 
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system that enable its operations has created a great 
hindrance to the progress of this avenue [22]. The 
virtualization paradigm opens the Cloud to various 
problems especially in the processes of mapping the 
virtual space to the physical machines on the user’s 
end [21]. There are also other challenges such as 
inconsistencies that are prone to arise from the 
processes of resource allocation and management [1]. 
The process also extends to the division of roles and 
responsibilities between the people in the 
organization that can lead to the same challenges 
[24]. These strategies determine how different users 
access and utilize the amenities of that cloud system. 
Most users will avail very sensitive information on 
the cloud that raises their concerns for its safety in 
that environment [1]. These concerns are a significant 
cause for lower client turnouts on the internet 
platforms. Since their access is public it is equally 
more vulnerable [8]. Security is the biggest source of 
worry even for the providers as it relates directly to 
the way that customers choose their services against 
competing strategies. 
2.4 Information Hiding in Cloud Computing 
 Different organizations have developed 
various methodologies that can help reduce the 
impacts of the security threats. Information hiding 
has grown its significance in the computing arena 
over the recent periods [19]. It is a traditional 
programming method that developers use to 
segregate the components of a program into smaller 
modules to protect the whole system from the 
operations of a single segment [17]. There are 
different applications of this technique in other areas 
of computing such as in communication. This method 
is both a challenge and a savior to the security 
problems that different people experience in the 
scope of cloud computing. 
 Among the methods of information, hiding 
is steganography. It involves the practice of hiding 
one file behind another one of a different format to 
conceal the former from any monitoring in the 
channel of transfer [23]. The aim of this strategy is to 
hide a message or other data behind another probably 
harmless event to conceal it from all other people 
except for the one the sender intends it for [23]. 
Malicious people can use steganographic techniques 
to implement attacks on different computing systems 
or to necessitate communications that have an ill 
intention [13]. The most popular file formats that 
people use to conceal other files are graphics such as 
pictures and videos [13]. 
 Regarding the steganographic procedures 
that people employ on different communication 
platforms, there is the probability of use in the cloud 
computing platform. It also raises the concern on how 
threat this cunning techniques can cause on the users 

of the cloud and by what scale of impact. There have 
been different applications of steganography in 
different areas to create and spread harmful files to 
computer systems. It has also been an efficient 
technique for tracking the use of copyright materials 
and their violations in different markets [13]. 
Therefore, it presents both a challenge and a way to 
handle some security issues in cloud computing. 
 The second technique for data hiding is 
cryptography that is a way of establishing secret 
codes of writing for communication between two 
parties to an agreement [13]. It differs from 
steganography in that, involves a secret for of writing 
whereas, steganography refers to the cover-up of 
different forms of information in other standard ones 
[13]. Therefore, one can make a cryptographic 
message and use the steganographic methodology to 
circulate it in the cloud and prevent third parties from 
accessing it. Cryptography also presents a dual face 
in the form of a problem and solution to the cloud 
infrastructure. 
 Steganography and Cryptography are the 
most popular forms that people sue to prevent third 
parties from accessing the information that their 
communication contains. These techniques can also 
be necessary for the service providers in securing the 
information that their clients load onto their systems 
in different manners of application. Most customers 
use these techniques to protect their data from 
malicious cloud users by hiding it in the storage 
facilities [11]. Although most people can point that 
this is dangerous, the providers have different ways 
of ensuring that their customers do not misuse this 
privilege to circulate damaging data in their systems. 
2.5 Protection Procedures Using Information Hiding 
 Steganalysis is one of the techniques that 
providers use to detect if a file that a user uploads to 
the system has any form of hidden message within it 
[13]. This method does raise issues on the providers’ 
commitment to the privacy and confidentiality of the 
customer and their information on the cloud [11]. But 
most providers implement strategies that do not 
violate this provisions. There are different regulatory 
policies that they use to develop these strategies and 
also ensure that the data stays in protection after 
analysis [11]. These techniques are in line with those 
of cryptographic storage services. 
 Steganalysis is the detection method that 
involves the system looking at files that have 
outlying characteristics such as vast sizes [2]. The 
primary reason for conducting this exercise is to 
identify the files that have steganographic codes 
within their structures and rendering them incapable 
of performing any unauthorized activity [2]. The 
process then proceeds to analyze the fingerprints of 
each file to determine the best way to handle it in the 
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system [23]. It is not easy to develop a service that is 
stringent enough to deal with the shifting patterns 
that the cloud experiences; therefore, there is always 
the possibility of a threat from this forms of 
information hiding. 
 Cryptographic storage services are another 
technique that cloud providers use to secure the 
information on the facilities [11]. This method 
involves regular checks on the information that the 
users send to the cloud storage to determine if any 
person has tampered with it. It has an architecture 
that enables the system to detect and record the 
nature of the data that each client uploads into the 
cloud [11]. This section allows the cloud providers’ 
systems to analyze and determine if the files that the 
customer generates are safe and appropriate to the 
system. When the client accesses that data in the 
future, the system will provide an overview of any 
changes or access that other people made to it during 
its period of existence in their storage space [11]. The 
systems will notify the user of how the other people 
that they share resources with accessed their files and 
inform them to reverse any undesirable changes that 
they made for their backups. It also enables the 
providers to detect any malicious activities on their 
system by retrieving feedback from their customers. 
 There are different difficulties that providers 
and their systems encounter in outlining these 
methodologies. They depend on techniques that 
analyze outlying file attributes that may not be 
unique to those that users encrypt [2]. It also takes a 
greater challenge in assessing the records as some of 
them may have irrelevant data or noise in them [2]. It 
also takes further effort to enable that they can 
decrypt the file to retrieve the information in it. It is 
hard to establish as standard decoding strategy; 
therefore, each data presents a new challenge and an 
increase in the workload [2]. The current methods 
just provide a stream of suspect files without the 
information on what they contain. 

3. CONCLUSION 
 The biggest threat to cloud computing that 
this paper identifies is security. Most organizations 
worry about the safety of the information that they 
send and share on the cloud, especially ones that are 
sensitive to certain operations. There are different 
benefits that people can get from implementing the 
cloud by the threat of their information is a shadow to 
all of them. This trend has motivated the 
development of various methods and practices that 
can ensure the minimal possibility of such breaches. 
 Information hiding is both a problem and 
solution to the security issues in cloud computing. 
People can use this technique to launch attacks on 
customer data, and this has enormous implications 
that hinder the popularity of the cloud. The methods 

of steganalysis and cryptographic storage systems 
present solution to these problems as they are capable 
of detecting any files that contain hidden information. 
The only challenge remaining is to establish a 
universal algorithm that can detect and decrypt the 
information that the files contain. 
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Abstract: This study reviews the topic of big 
data management in the 21st-century. There 
are various developments that have facilitated 
the extensive use of that form of data in 
different organizations. The most prominent 
beneficiaries are internet businesses and big 
companies that used vast volumes of data 
even before the computational era. The 
research looks at the definitions of big data 
and the factors that influence its access and 
use for different persons around the globe. 
Most people consider the internet as the most 
significant source of this data and more 
specifically on cloud computing and social 
networking platforms. It requires sufficient 
and adequate management procedures to 
achieve the efficient use of the big data. The 
study revisits some of the conventional 
methods that companies use to attain this. 
There are different challenges such as cost 
and security that limit the use of big data. 
Despite these problems, there are various 
benefits that everyone can exploit by 
implementing it, and they are the focus for 
most enterprises. 

1. INTRODUCTION 
 The growth of businesses around the 
globe has always motivated the owners and 
managers to try and ensure their enterprises keep 
up with the technological trends that are equally 
developing at a fast pace. This progress is 
especially important in the field of business 
analytics according to past research. These 
studies reveal that 97% of the companies whose 
revenues exceed $100 million are embracing 
technology into their practices of analysis on 
their operations [3]. 
 These developments have provided the 
background for using information technology 
(IT) in organizations around the world. 
Computational techniques are necessary for 

every sector as they provide an avenue that 
quickens the operations as well as ensuring the 
efficiency and precision of the outcomes [10]. 
This action is equally significant in the 
management of data structures in the 
organizations and any other operations that 
involve the sourcing, analysis and use of 
information [14]. 
 These changes in business trends open 
up to the topic of this research that is, the 
management and analysis of big data. These 
practices involve the management of the 
strategies that companies use to get the data 
from the fields and create databases where they 
can manage it [3]. They also define the 
methodologies that the companies will use to 
achieve the best outcomes from their data. 
 In this research paper, the investigation 
focuses on the definition of the contexts that 
describe big data systems. It will also outline the 
importance of these systems in business 
operations and indulge into their management. 
The aim is to determine the processes that define 
the management and analysis of large volumes 
of data that is diverse and dynamic in nature. 
The study will provide an overview of the 
challenges that businesses go through to attain 
the efficiency that is their target in using this 
type of structures. 

2. LITERATURE REVIEW 
2.1 What is Big Data? 
 Big Data refers to data sets of vast 
volumes that can provide for computational 
manipulations and analysis to reveal the trends 
and associations between various variables of 
organizational operations [22]. There is an 
association between these forms of data with the 
Internet and cloud computing platforms 
especially proposing it as a 21st-century 
technology. This relationship goes to these 
avenues providing the ground for the use and 
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growth of big data systems. It occurs through the 
online platforms and small internet startups that 
have practiced it in very extensive use [6]. This 
connection originates from the ability of a 
business to operate a standalone infrastructure 
that big data provides. Some examples of 
companies that use these types of information in 
their systems are internet search engines and 
social networking websites [19]. 
 Big data is the information that 
organizations use to determine most aspects of 
consumer and stakeholder behavior [8]. The size 
that defines the context of big data keeps 
growing with the advances in the infrastructure 
and the technologies that people use to handle it 
[8]. In the past people used mainframe 
computers whose storage capacities limited their 
capabilities and, therefore, their definition for 
big data would be just a small fraction of the 
current systems. In some instances, startups and 
the Internet platforms can see this as an 
innovation but larger companies have been 
doing big data from their inception (Davenport 
& Dyche, 2013). These enterprises have been 
handling large volumes of information in 
traditional ways that technology has improved 
tremendously. 
 The management and analysis of big 
data rely on the IT infrastructure to exploit the 
information that unstructured data contains and 
it is the form that dominates the globe [23]. To 
counter on the recent definitions of big data, 
some point that there is no sense of the 
distinction between any other forms. On the 
description of its size, some argue that data will 
continue growing and, therefore, one cannot 
distinguish big data in terms of size [7]. 
Therefore, the exact limits of the size that 
defines the term ‘Big Data’ lack any clarity as 
the amounts will keep changing with the 
advancements in technology. According to some 
research, one considers any information as large 
if they cannot handle it using the tools and 
software that they count as of ordinary use [7]. 
The infrastructural inadequacy to handle this 
form of data arises from the complexity that it 
contains and requires better methodologies to 
handle the larger scales that it presents. 
2.2 Big Data Mining 
 One of the primary attributes of big data 
is that its sources have independent events that 

no one can monitor at any particular instances 
[24]. This nature presents different challenges 
that necessitate complicated methods of sourcing 
the information in the fields into the data sets. 
The name given to this exercise is data mining 
and in summary, it is the process of extracting 
pertinent information from those big datasets 
that are autonomous [7]. The sets consist of high 
levels of variability, velocity and gigantic 
volumes that are hard to predict due to the 
manner of growth they exhibit. The 
heterogeneous state of the variables is among the 
factors that increase this problem [17]. 
 The growth of IT and the use of the 
internet have always had an excellent 
association with big data in the current society 
(Davenport & Dyche, 2013). This relationship 
has established cloud computing as one of the 
areas that organizations source their big data 
[12]. The development of the technologies in 
this sector has enabled people and organization 
to interconnect and share information on various 
platforms. Social media is among the top 
enablers of big data mining strategies for 
different groups especially information on 
human behavior [17]. Improvements in parallel 
programming are also an important development 
that facilitates various techniques of sourcing 
large data sets [18]. Some of the tools that are in 
common use for this purpose are software 
applications like Hadoop and MapReduce. They 
are in a position to handle the exponential 
growth of data in the globe [11]. 
2.3 Management and Analysis of Large Volumes 
of Data 
 There are different benefits that the 
access to big data has brought to various 
enterprises including the elimination of 
guesswork in decision-making [20]. The growth 
that data structures are growing around the 
world has enabled the possibility of accessing 
any information through different platforms. 
This expansion in the amounts of information 
people can access requires them to establish a 
system that allows proper monitoring and 
analyzing the data and this demand keeps 
growing [21]. Therefore, large-volume data 
management involves the processes of dealing 
with both structured and unstructured datasets. 
They include properly organizing, governing 
and administering vast volumes of such data sets 
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for efficient utilization [4]. Most enterprises use 
database management systems (DBMS) to 
outline this function in their operations [1]. 
2.3.1 Best Practices in Big Data Analysis and 
Management: It requires proper management 
techniques to ensure that an organization can 
benefit from its adoption of big data strategies, 
especially in the computing platforms. These 
practices concern all the aspects of an 
enterprise’s operations revolving around their 
culture and implementation methodologies. 
They also ensure that the organization can cope 
with the different changes that the environment 
of activity can send its way from period to 
another. 
 Establishing governing standards for the 
usability of the big data infrastructure is one of 
the practices to ensure efficiency in the 
organization [16]. The managers should ensure 
that they establish stringent policies that can 
enable the people in the business to observe a 
particular order in using the databases. The 
business should have policies that govern the 
access that every level of employee in the 
organization has to the data sets. The scope of 
these guidelines should begin from the basic 
oversight exercises right up to the overall 
monitoring processes of information use [16]. 
The aim of outlining these policies is to ensure 
that the people in the organization are only able 
to make the changes that the managers 
authorize. Therefore, it lowers the probability 
that people can just tamper with the data as it is 
likely to increase the variability that makes it 
harder to analyze. It is also one of the ways that 
they can make sure their database is secure from 
manipulation. It is also important to establish the 
difference between these policies and those of 
other operations in the enterprise [22]. 
 Planning for quality in a big data system 
is also another important practice in analyzing 
and managing large volumes of information 
[13]. The use of big data in an organization has 
the potential to mislead decision-makers. It 
results from the lack of adequate opportunities to 
perform quality checks and simultaneously 
ensuring real-time access to the events that are 
occurring in the relevant perspectives [13]. The 
best management practices should aim to 
optimize between the two areas. It takes 
precious time to check data for credibility and 

reliability and this may hinder the operations of 
acquiring more from the field. It is wiser, 
therefore, for the enterprise to establish a link 
between the two activities. They should ensure 
that they perform tests and corrections on the 
data at the fastest possible rates of processing to 
enable them to continue with the activities of 
mining [13]. The organization requires the 
establishment of methods that can allow them to 
cleanse the information on the go, for example, 
using information filters and sorting techniques 
that work alongside data mining [13]. 
 Agility to the changing trends in the data 
platforms is an important consideration in 
managing its larger volumes [13]. The changes 
are too rapid and require that the analysts be 
keen on the shifts; therefore, there is no 
sufficient time to build a long-lasting strategy to 
handle the information [13]. The users have to 
stay alert and focus on obtaining newer facts and 
analytical methods instead of focusing their 
energy on the current structures [22]. The 
implementation of management decisions should 
focus on the foreseeable future as the patterns 
are shifting rapidly and would be difficult to 
predict their long-term outcomes [13]. It also 
requires that the people in charge are ready for 
any disruptions that are likely from various 
sources in their environments. The interruptions 
may arise from a change in the technology that 
they use, a shift in the variables of focus, or even 
the evolution of programming methodologies 
that are available [13]. These events demand 
high levels of flexibility to accommodate the 
shifts that the personnel may experience in 
outlining their mandates of big data 
management. 
 Efficiency and reliability the storage 
capabilities an enterprise has at its dispensation 
is also a very significant consideration in 
managing large volumes of data [13]. This 
segment also goes hand-in-hand with the 
requirement of infrastructural flexibility. It is 
good to ensure that one has the best facilities 
that can handle the volume of information that 
they are likely to access and keep in their 
systems. The users must establish the use of 
flexible technologies in the form of hardware 
and software to manage their information, both 
in accessing and storing it [13]. In this aspect, 
the organization should ensure they are 
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operating in compliance with the legal 
frameworks of their territories. For example, 
they should have sufficient licensing for their 
activities and materials or opt for the open 
source equipment and software to reduce these 
costs. It is also important that they maintain a 
good schedule on backing up their data and 
archiving other valuable information in their 
operations [13]. Security is another concern that 
is pertinent to this practice, but the solution can 
be in ensuring proper policy implementation and 
constant monitoring of the activities. 
 Data modeling is another important 
aspect of big data management for different 
users [13]. It refers to the activities that are 
likely to influence the logical and physical 
characteristics of the information in the 
enterprise [13]. The best proposal on data 
modeling for large-volume operations is to 
divide it into dimensions and deal with it in 
those subdivisions. Matching the information to 
the real world situation can be a challenge if one 
does not consider proper models for their data. 
This process is also important in ensuring that 
the analysis procedures have a sufficient 
facilitation and that the results have a higher 
precision capacity [13]. The dimensioning 
strategy is also important in ensuring good 
governance of big data, especially in handling 
the policies of access to different segments of a 
database. 
2.4 Challenges in Big Data Management 
 The first problem in the analysis and 
management of big data derives from the nature 
of the information it contains [9]. The datasets 
are in vast scales that include heterogeneous 
rules and patterns whose characteristics exhibit 
high variability [9]. These issues present a 
challenge right from the exercises of data mining 
up to its distribution and usage in the relevant 
areas. Sometimes it will require sophisticated 
algorithms and programming procedures to 
enable the organizations to use this form of data 
efficiently. The amount of variation in the 
source variables makes it difficult for managers 
and developers to make any predictions about 
the data they have due to its enormous scale as 
well [9]. The algorithms are especially important 
in establishing searches for particular 
information. If the procedures are not adequate 
in terms of speed and accuracy, they will slow 

down the processes and reduce the precision of 
the data that the organization has [9]. 
Developing these methods for use in an 
organization is time-consuming and also very 
costly and in turn poses a constraint for 
implementation in smaller scales of business [9]. 
 The amounts of variability pose another 
challenge of the increase of workload in the 
organization. The heterogeneity of the variables 
from the sources of big data implies that an 
organization cannot use a single database 
structure to monitor and analyze the activities 
[25]. Therefore, it has to administer more labor 
into creating a newer infrastructure to adjust to 
the changes in patterns of the raw data. This 
trend also calls for a change in analytical 
methods every time they experience a particular 
shift in the sources. These events will increase 
the amount of work that the workers have to 
handle and also its diversity. It then requires the 
enterprise to increase its investment into these 
processes, and that equally raises the cost of 
operation [5]. 
 Security is another challenge that is very 
frequent in the arena of implementation and 
management of large volumes of data [2]. The 
information that most big data infrastructures 
contain is highly sensitive and can motivate 
cyber attacks from different people to gain 
access to it. Most of the information is very 
critical for organization processes such as 
marketing and finances that people can develop 
an interest in to complete malicious events [15] 
The diversity of sources that companies get their 
data also brings the challenge of its legitimate 
use and the protection of privacy for its 
customers [15] The access to an enterprise’s 
information in such situation can cause havoc as 
it usually has the personal data about employees 
and customers. The process of protecting the 
databases from cyber attacks that can lead to 
dangerous manipulations comes with many 
implications. It leads to an increase in the 
managerial workload and costs of operation for 
the business in question. 
 Cost is another challenge that overlaps 
through all the above limitations to big data. The 
cost of implementing the infrastructure 
necessary to handle these operations is high. In 
each of the activities and the various challenges 
that come up, the organization will always need 
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to expend funds to deal with the problems. 
Though, the advances in technology and social 
applications of large data, there is a promise that 
all this will become affordable at a particular 
period [20]. In the meantime, such technologies 
as cloud computing can fill in the gap by 
lowering the infrastructural expenses that most 
organizations have to incur. 

3. CONCLUSION 
 There are different benefits that people 
can get from implementing and using large 
volumes of data. It is beneficiary to both 
educational engagements and business decision-
making for various environments of application 
around the globe. The only way to ensure that 
one exploits these benefits is if they practice the 
best methodologies for analysis and 
management of the information that is under 
their mandate. These actions are specifically 
significant for business operations as the data 
they have exhibits a lot about their target 
markets. It also has the potential of influencing 
consumer behavior and is wise if they can 
perform proper managerial techniques on it. 
 There are different challenges in the 
sourcing, implementation and usage of big data 
in the current environment. The largest problem 
is the cost of adoption for such data especially 
for people who have not established the cases 
for business use of the data. Other challenges are 
in the nature of the variables that the persons 
have to observe with the primary focus on the 
variability, velocity and volume of the 
information that is available. Rapid changes do 
not allow the users to establish a standard way of 
sourcing and measuring the information, and this 
is a big challenge especially on cost. 
 There is an advantage to the diversity of 
the sources of big data despite the challenges 
they pose. This diverse nature of the information 
can be a significant source of decision-making 
data in an organization primarily because it 
reveals the variations in consumer behavior. 
With proper analysis of the findings in the target 
markets, the enterprise can benefit from such 
information. There is the challenge of ensuring 
that one is up to date about the different events 
about their sources and the rapid shift in their 
nature. It brings the difficulty of predictions that 
long-term decision-makers requires. Therefore, 
it is through proper implementation of the best 

management practices that an entity can benefit 
from such events to make decisions for the 
foreseeable future. 
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