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Abstract—Given the current state of cyber crime, cyber 

attacks, and cyber warfare, it is easy to argue that steps taken by 
those in cybersecurity and Information Assurance (IA) roles to 
thwart these attacks deserve heroic status.  Yet, the reality is that 
these functions are rarely perceived by their organizations or by 
broader society as heroic and this has negative consequences for 
job satisfaction and for the attractiveness of careers in these 
fields.  This paper explores the concept of the hero broadly as 
well as in organizational literature to understand how heroes are 
made in organizations and why the nature of cybersecurity and 
IA work present barriers to perceptions of heroism.  This is 
because the intrinsic nature of security work focuses on 
vulnerabilities and therefore differs from other types of work 
that are focused on new capabilities.  The paper concludes with 
practical recommendations on how managers, industry leaders, 
and educators can take steps to overcome these limitations and 
make careers in cybersecurity and IA more attractive. 

Keywords:  Heroes; Heroism; Cybersecurity; Information 
Assurance; Information Security 

 

I. INTRODUCTION 
This paper begins with an analysis of the hero in popular 

culture, sociology, philosophy, and organizational literature to 
think about heroism relative to cybersecurity and Information 
Assurance (IA) roles.  We argue that there are unique factors 
that strongly discourage those occupying these organizational 
roles from being perceived by their coworkers or by society in 
general as being heroes even though their protection of 
individual and organizational well-being often crosses into 
heroic thresholds.   The purpose of the paper is to understand 
these factors and to derive practical guidance for making this 
heroism more visible and for making careers in cybersecurity 
and IA more attractive. 

II. THE HERO 

A. The Archetype of the Hero 
To the psychologist Carl Jung, archetypes represent 

patterns of meaningful events (e.g., birth and death), figures 
(e.g., great mother, devil, wise old man, and hero), and motifs  
(e.g., creation and apocalypse) that are common across most 
cultures and historical epochs [1].  To Jung, archetypes are to 
intuitions (psychic apprehension) as instincts are to behaviors 
and are therefore deeply rooted in our psychology [2].  
Although not amenable to scientific refutation, archetypes have 
been found to be useful in analyzing recurring patterns in 
mythology and in cultural studies [3] including heroes [4].  
Furthermore, one need not go beyond one’s own knowledge to 
consider how prevalent the hero figure is in ancient mythology, 
in history (e.g., wars, pioneering), and popular culture (e.g., 
literature and movies). 

Philosophers and sociologists have also explored the role of 
the hero in society.  To Emile Durkheim, the hero plays a 
central role in defining the sacred in ancient mythologies [5].  
Friedrich Nietzsche’s “superman” (overman) is heroic in the 
sense that he will create new values and new human 
potentialities in the absence of a divine authority [6].  In 
addition, Karl Marx considered the hero’s self-sacrifice during 
times of war and revolution to be noble [7].  However the 
philosopher who wrote the most on heroism was G. W. F. 
Hegel who defined the hero as “somebody who artistically 
embodies the unity of individuality and universality in 
mythical or violent times” [8] and identified four representative 
heroes:  Socrates, Alexander the Great, Caesar, and Napoleon.  

And yet alongside these lofty mythical and historical 
“Heroes” with capital H’s, there are also lesser, albeit still 
socially important, “heroes” with lowercase h’s in our day-to-
day lives.  The key feature, whether it be self-sacrifice, 
protection, intelligence, creativity, or skill, is that the individual 
stands out from the crowd in a manner that goes beyond 
normal expectations and is highly appreciated by others.  A 
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parent can be a hero to a child, a political leader can be hero to 
her community, and a previously unsung employee can save 
his company from disaster with the right action at the right 
time.  Therefore anyone, given the right circumstances, can 
become a hero and the archetype of the hero has implications 
for one’s own participation and sense of meaningfulness in 
various social institutions.   

In this light, studies show that there is variation in the ways 
in which individuals define heroes, but what is common is that 
their definitions of heroes draw upon specific features of the 
heroic figure as well as, more interestingly, modes of 
identification with the hero [9].  In other words, heroes and 
heroism have strong implications for how we view ourselves 
and our identity/status across various institutional spheres of 
life including our work life.  The potential to be seen as a hero, 
then, if the circumstances arise, can then be framed as a deep 
source of motivation for individuals in work and non-work 
settings that should not be overlooked. 

B. Heroes in Organizations 
In modern times the institution within which man 

establishes his/her most significant social identity is the 
organization [10].  Furthermore, over the last three or four 
decades researchers have found it very fruitful to frame 
organizations not as rigid formal machines, but rather as 
complex cultures with myths, ceremonies, rites, symbols, and 
heroes [11].  In their influential 1982 book Corporate 
Cultures:  The Rites and Rituals of Corporate Life, Deal and 
Kennedy claim that the hero is an individual who is 
particularly important to the culture of the organization 
because they assert, “If values are the soul of the 
[organizational] culture, then heroes personify those values and 
epitomize the strength of the organization [12, p. 37].  
Furthermore, they claim heroes produce many positive 
outcomes or impacts on organizations: 

• make success attainable and human 
• provide role models 
• symbolize the company to the outside world 
• preserve those values that make companies special or 

meaningful 
• set standards of performance 
• motivate employees 
• encourage greater individual persistence in striving for 

organizational goals 
• They urge people to identify their own personal 

success with the organization's success [12] 

Leadership studies and managers came to adopt the concept 
of the hero as a variable to be manipulated within organizations 
to improve performance.  In the same vein as the seminal work 
“The One Minute Manager,” managers now had an explicit 
goal to identify heroes, communicate their heroism to the rest 
of the organization, and publically reward them [12].   

However, as with many organizational 
interventions/programs, these efforts often have unintended or 
negative consequences because they frame organizational 
culture from a top-down managerial point-of-view that ignores 

other realities such as subcultural differences, social 
complexity, and ambiguity [13].  For example, in the study 
“Please Don't Make Me a Hero": A Re-Examination of 
Corporate Heroes, the authors draw on empirical data to show 
that these formal interventions often lead to negative stigma 
and embarrassment on the part of those identified as heroes and 
also to the resentment of coworkers that felt they should have 
shared in the rewards [14].  They recommend that instead of 
explicitly trying to manipulate hero status within organizations, 
“executives can accomplish more by working on perspective, 
praise, and trying to influence the daily practice in their 
organizations than by trying to create heroes” [14]. 

Nonetheless, while attempts by management to deliberately 
“manage” heroes within organizations, as Deal and Kennedy 
prescribe, may be problematic because they ignore some social 
realities, to the extent that heroes do arise of their own accord 
within informal organizational cultures, the positive outcomes 
previously mentioned seem reasonable and desirable.  The 
goal, then, is to facilitate the creation of heroes within an 
organization, but to do so in a manner that more fully 
acknowledges and accounts for organizational culture at deeper 
levels.  

 The pivotal question in this paper is, then, what happens 
when employees (such as those performing cybersecurity or IA 
duties) in the organization act in a manner that fits the 
definition of hero but for various reasons, that we will explore, 
are not identified as such by the formal or informal 
organization?  What steps can managers take to create these 
heroes while avoiding the aforementioned pitfalls?  What 
implications does this have for the organization and, perhaps 
more importantly, for job satisfaction or career attractiveness? 

III. THE UNIQUE NATURE OF CYBERSECURITY AND 
INFORMATION ASSURANCE WORK 

The etymology of the word hero reveals that the word 
derives from meanings of defender and protector [15].  This is 
not surprising, as historically heroes were likely those who 
protected the wellbeing of communities in times of crisis such 
as famine, draught, and war.  In the current information age the 
wellbeing of individuals (finances, personal information, etc.) 
as well as organizations (assets, secrets, availability of services, 
etc.) require protection and those in the roles of cybersecurity 
and IA perform the difficult role of the defender and the 
protector.  Why, then, are these defenders and protectors rarely 
hailed as heroes by individuals or by organizations? 

A. Visibility of Threats, Mitigations, and Outcomes  
One explanation is that their successful protections are not 

recognized or recognizable.  When a village or community is 
under attack in a “conventional” war, observers have a clear 
understanding of the threat (the enemy), the means of defense, 
and whether or not the attack was successful.  It is a 
straightforward matter, then, to identify responsible groups or 
individuals if the attack is unsuccessful.  In the world of 
networked (i.e., Internet) communications, however, such 
determinants are much less visible or obvious to the general 
observer.  There is not a single potential “attacker” and there is 
a broad spectrum of motivations behind the attacks.  Therefore 
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the threat to the organization is not monolithic or clearly 
identifiable to the general organization.  In most cases even the 
cybersecurity employees are not aware of specific attackers but 
must be prepared to defend against a wide array of potential 
attack categories.  The enemy, then, has no face and this 
renders it more difficult for members of the organization to 
perceive successful defenses as heroic.   

In addition to the anonymous nature of the attacks, the 
manner in which the protectors defend against the attacks 
through controls and mitigations also contributes to the 
difficulty in viewing them as heroes.  Most organizational 
members and the general public who depend upon the defense 
of these assets to protect their wellbeing have very little 
knowledge of the kinds of mitigations and controls that are 
skillfully put into place.  They likely do not understand the 
nature of gateways, encryption, host-based security systems, 
patches, etc. and therefore do not appreciate the protective 
work as a whole.   

Also, most organizations depend upon the Internet for 
marketing and customer service and this means connectivity to 
the Internet and a demilitarized zone buffering internal 
networks from external Email and Internet messaging.  
However as long as individuals in the internal network can 
access the Web and receive external Emails to perform their 
duties, there are non-mitigatable social engineering threats.  In 
other words, in a risk management framework the organization 
accepts a balance of risk and protection and that the potential 
for the exploitation of some vulnerabilities will persist.  It is 
difficult to be viewed as a hero when you consciously accept 
such vulnerabilities. 

Another factor that makes cybersecurity protection 
different than the war analogue is the level of certainty of 
whether an attack occurred and/or was successfully thwarted.  
While statistics on certain kinds of attacks can be gathered and 
analyzed, many other kinds of attacks are difficult to identify 
with any level of certainty [16]. Certainty, rather, is reserved 
for successful attacks and in a context of failures to protect the 
wellbeing of the organization or its customers; heroes rarely 
emerge. 

Furthermore, even when it is clearly understood that a 
potentially grave attack occurred and it was successfully 
defended against, there is the problem of attribution of credit.  
Was an individual or group truly heroic in identifying and 
thwarting the attack, or were they simply doing their routine 
job and implementing industry best practices for security 
mitigation/control?  IA and cybersecurity practices are highly 
complex and encompass many different topical domains (e.g., 
CISSP domains) and to organizational members not familiar 
with these practices, they are seen as a confusing “black art.”  
Therefore, while those close to “the action” will be able to 
attribute successful protection to something akin to heroism or 
merely “doing one’s job,” others in the organization, including 
most managers, are not able to make these attributions.   

 

B. Creator versus Protector 
 Science, engineering, and software development enjoy the 
positive image of discovering, creating or inventing things that 

people find important or useful.  Within the broader culture or 
within individual organizations, it is common to find heroes 
associated with these roles [17].  These heroes are not 
protectors or defenders as we discussed in the previous section, 
but rather are heroic because they employ their knowledge, 
creativity, vision, and hard work to produce something new.  
From early on in their education, students of these disciplines 
come to identify strongly with this facet of their work and the 
potential to be admired and respected for a new technology or a 
new capability they produce. 

 Now consider the nature of cybersecurity and IA.  Rather 
than putting their efforts toward creating capability, the 
cybersecurity employee is focused on protecting against 
vulnerabilities inherently associated with capabilities.  In larger 
organizations there is a division of labor between those who 
design the system and those who protect the system and those 
in technical cultures tend to reserve prestige and praise for the 
more visible and perhaps more understandable design side. 

C. Attacker versus Defender 
 Since before the rise of the Internet there has been a 
cultural fascination with computer and network 
hacking/cracking.  Whether it is decrypting communication 
cyphers during wartime, or penetrating a “digital fortress” [18], 
or breaking into government networks, or con/fraud artists such 
as Frank Abagnale dramatized in the movie Catch Me If You 
Can, the attacker has attained a hero status bordering on 
romantic [19].   

 It is also evident from online hacking communities/forums 
that hackers freely brag about their successful attacks with 
impunity and perceive their skills as virtuous [20].  
Furthermore, their skills were also in great demand from 
communities hoping to protect their networks and notorious 
hackers and hacking groups were being hired to protect 
organizations.  For example in the article When Hackers 
Become Heroes, the author claims that a shift occurred in May 
of 1998 when a groups of hackers named “L0pht” based in 
Boston testified before the U.S. Senate and they began to be 
perceived less as criminals and more as possessing skills that 
were extremely valuable in understanding how to protect 
systems [21].   

 The key point is that it is, ironically, the attacker and not 
the defender that achieves hero status in these contexts.  Even 
though these skills may be translated into protective roles, it is 
nonetheless the attacker/hacker/cracker that is initially 
perceived as the hero.  In contrast, the day-to-day role of the 
cybersecurity or IA employee, even when successfully staving 
off grave attacks, is not often portrayed as heroic in popular 
culture. 

 

IV. ATTRACTIVENESS OF CYBERSECURITY CAREERS 
The preceding analysis contributes toward our 

understanding of the reasons why cybersecurity jobs and 
careers may be perceived as less attractive to potential 
aspirants.  In addition to these are factors such as pay and the 
technical climate of the work itself.  
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For example, one trade article considers how despite it 
being in high demand, college students trained in computer 
science are discouraged from careers in cybersecurity because 
it is not seen as “hip” and initial pay levels are not at the levels 
of alternatives such as computer engineering or software 
development [22]. 

 Another study highlights how, even from the point of view 
of highly skilled hackers that have been hired into 
cybersecurity roles, the work is described as, “uncreative, 
bureaucratic, and restrictive [23].”  Other authors have pointed 
out that younger candidates are simply unaware of 
cybersecurity and IA careers and, “In summation, the problem 
is that millennials either haven’t heard of careers in 
cybersecurity, or, if they have, it sounds like a boring and 
potentially unethical boy’s club. Not a great combination [24].”   

 Finally, for those who do explore these careers in depth, it 
becomes clear that it is difficult to secure the higher paying 
jobs without industry certifications and without numerous 
years of experience [25].   

V. MAKING CYBERSECURITY AND IA CAREERS  MORE 
ATTRACTIVE 

There are many steps managers, industry leaders, and 
educators can take to overcome the factors that render careers 
in cybersecurity less attractive.  For example entry-level 
salaries could be increased, the work could be made less 
bureaucratic and restritive, and colleges could do more to “sell” 
these as potential careers.  Yet even with these efforts, the 
assumption of this paper is that social factors discouraging 
those in these organizational roles from being identified and 
hailed as heroes where this status is objectively justified need 
to be addressed.   

In the trade literature there are some, although not many, 
attempts to do this.  For example one article uses the James 
Bond analogy to associate the work with an exciting 
international spy context [26].  While this may be  overly 
romanticizing the true nature of the work, there is still a grain 
of truth in it when one considers the ever-present potential of 
large organizations being targeted by activist groups or 
political enemies throughout the world.  Others have attempted 
to highlight the nobility of being a protector in hopes to make 
these careers more attractive to women and minorities [27] or 
highlight the work of cybersecurity in insurance contexts [28].   

Missing from these gestures are more direct ways to make 
these careers more attractive such as highlighting the heroic or 
potentially heroic nature of the work itself in a social context.  
It is here that we need to return to the earlier analysis of 
heroism in organizational contexts for guidance.  The starting 
point, then, must be the assumption that beyond “hygiene” 
factors such as salary, workers desire meaningful work and 
meaningfulness does not derive merely from the individual 
nature of these roles, but moreso  the social and cultural 
framings of these roles.  Within organizations and within 
organizational fields professional desire status in a group 
where their work, knowledge, and skills are appreciated and 
valued.   

For example, earlier in the paper we argued that some of 
the factors discouraging this status stem from limitations on the 
visibility of threats, mitigations, and successful outcomes.  
Rather than attempting to single out individuals as heroes as is 
Deal and Kennedy’s prescription, we recommend instead to 
take steps toward making these phenemena more visible.  For 
instance, managers can work with with the cybersecurity/IA 
group within the organization to translate what is known in 
department spreadsheets and databases about threats, 
mitigations, and outcomes to be interpretable by a broader 
organizational audience.  Much of this “objective” information 
will be readily available in larger organizations based on risk 
management and risk assessment tasks but are not typically 
translated to a general audience.  Therefore with minimal 
effort, this information can be conveyed through security 
bulletins and organizational intranets so that the organizational 
as a whole can come to be aware of the objective nature of 
threats, the efforts being undertaken to protect against the 
threats, and success stories.    

In this manner the potential negatives discussed earlier in 
Please Don’t Make me a Hero are overcome because no one 
individual is being singled out.  Rather, the members of the 
groups enjoy elevated status within their organization because 
their protective roles are being appreciated and may even reach 
heroic levels where threats are palpable and concrete steps 
taken by the group are seen as successful.  Unfortunately there 
are practical forces working against this approach as 
publicizing details about specific attacks could potentially 
reveal the organization’s protection strategies making them 
more vulnerable to attackers.  The challenge to managers is to 
highlight the graveness of the threats and the effectiveness of 
their protections without revealing too many of the technical 
details. 

Furthermore, the bias toward capability 
(creativity/production) and away from vulnerability (security) 
can be addressed.  For example, one journal article attempts to 
show that, from the point of view of the philosophy of 
technology, vulnerabilility is just as inherent to complex 
systems as their capabilility implying that from a work studies 
perspective addressing vulnerability should be given equal 
social status [29].  Therefore managers can do more to 
acknowledge the nature of the systems that they create and that 
with additional capability comes an equivalent, or perhaps 
greater, level of vulnerability that needs to be properly 
understood and managed.  This may require incentivizing 
engineers and computer scientists that have been successful in 
designing systems to move to the “other side” in roles to 
protect those systems.  The goal would ultimately be to elevate 
those departments focused on security to the same 
organizational status as those tasked with design 
responsibilities.  In concert with this,  management can 
leverage the hacker-as-hero identity and have the employees 
conduct more “ethical hacking” through various forms of 
penetration testing. 

Finally, although not addressed directly in the preceding 
analysis, there are steps that educators can take to make careers 
in cybersecurity and IA more attractive to their students.  On a 
practical level, with ever increasing network complexity and 
threat environments, cybersecurity roles are expected to be in 
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high demand for the foreseeable future as the demand for other 
potential design-related careers may be flat-lining or declining.  
More in keeping with the overall thrust of this paper, however, 
is the need for educators to impart to students in the classroom 
the objective nature of cybersecurity and IA work and the 
central role that this work plays in protecting the welfare of 
individuals, organizations, and governments. 
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Abstract— Personalized web search (PWS) has demonstrated 
its effectiveness in improving the quality of various search 
services on the Internet. However, evidences show that users’ 
reluctance to disclose their private information during search has 
become a major barrier for the wide proliferation of PWS. This 
paper proposes a PWS framework called UPS that can 
adaptively generalize profiles by queries while respecting user 
specified privacy requirements. Present an algorithm, namely 
GreedyIL, for runtime generalization. The experimental results 
show that GreedyIL performs efficiently. 

Keywords—Personalized Web Search,User profile 

1 INTRODUCTION 

Nowadays, computers and internet has become inseparable 
parts of our life. Throughout the world, web has become the 
best source of useful information. Search engines play a key 
role in finding out the information. They are enhanced with 
new advanced search technologies. Though search engines 
find much information with one key word, fail to provide the 
accurate and exact data that is required. Hence, the most 
significant point in the applications of the search engines is to 
find accurate information immediately. This aspect of accurate 
and immediate information for a search can be solved by 
personalized web environments. Personalized web search is a 
general category of search techniques aiming at providing 
better search results. The solutions to PWS can generally be 
categorized into two types, namely click-log-based [1] and 
profile-based [1] methods. In click-log based methods, they 
simply impose preference to clicked pages in the user’s query 
history. One limitation to reduce its applicability is that it can 
only work on repeated queries from the same user. The 
profile-based methods improve the search experience with 
complicated user-interest models generated from user 
profiling techniques. 

A user profile contains the personal information or 
interests of a particular person. Different profiling techniques 
are available to construct the user profile. Before the user 
profile construction a system needs to identify the interests of 
users. The sources we have used in constructing a user’s 
profile are: bookmarks from a social bookmarking site, web 
communities, social networking services, blogs of interests 
etc. The first step in the construction of user profile is that pre 
processing. The pre processing step involves stop word 

removal and stemming. These are then converted to feature 
vectors where the features are the terms in the documents after 
the pre processing step. After performing any clustering 
algorithm, we get several clusters and clusters would represent 
interests. So if we assign weight ages to interest vectors on the 
basis of documents downloaded and browsed we get a fairer 
representation of a user’s current interest. As far as weight 
ages are concerned they can be assigned proportional to the 
number of documents assigned to each cluster on the basis of 
the similarity metric. So user profile has very important role in 
effectiveness of search quality. 

2 RELATED WORKS 

A. Pretschner and S. Gauch proposed personalized web search 
based on ontology. In this technique the authors created user 
profile by analyzing surfed pages to identify their content and 
the time that was spent on it. When pages about certain 
subjects are visited again and again, this is taken as an 
indication of the user’s interest in that subject. The main 
advantage of this approach was that except for the act of 
surfing, no user interaction with this system is necessary. But 
disclose the user private information was the main problem in 
this approach. Because here the user profile created based on 
user’s surfed pages and created user profile could viewed by 
publically accessible search engine. 

L. Fitzpatrick and M. Dent developed personalized web 
search, in this users have to register personal information such 
as their interests, age, and so on during the training period. 
Another one method was users have to provide feedback on 
relevant or irrelevant judgements, by rating on a scale from 1 
to 5. Here 1 indicates very bad and 5 indicates very good. This 
approach had a lot of limitations. Explicit construction of user 
profiles has several drawbacks. Sometimes user provides 
inconsistent or incorrect information, it affect the construction 
of user profile. It was a time consuming process.  

K. Sugiyama, K. Hatano, and M. Yoshikawa suggested an 
adaptive web search based on user profile. The main 
advantage of this approach was user profile constructed 
without any effort or feedback from user. The main problem in 
previous approach was need continuous user interaction. This 
technique solved that problem. In this system, when a user 
submits a query to a search engine via web browser, the search 
engine returns search results corresponding to the query. 
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Based on the search results, the user may select a web page in 
an attempt to satisfy his/her information need. In addition, the 
user may access more web pages by following the hyperlinks 
on his/her selected web pages and continue to browse. The 
proposed system monitors the user’s browsing history and 
updates his/her profile whenever his/her browsing page 
changes. When the user submits a query the next time, the 
search results adapt based on his/her user profile. Fig.1. shows 
the system architecture. Here also the main problem was 
discloses of user privacy. It gave better performance than 
previous techniques, but the created user profile completely 
accessible by search engine.  

 M. Spertta and S. Gach recommended personalized web 
search technique based on user’s search history. In this 
approach, the authors constructed user profile by analysing 
user’s search history. Search engines index millions of 
documents on the Internet and allow users to enter keywords 
to retrieve documents that contain these keywords. Browsing 
is usually done by clicking through a hierarchy of subjects 
until the area of interest has been reached. In this approach is 
based on building user profiles based on the user’s interactions 
with a particular search engine. For this purpose, the 
developers implemented GoogleWrapper. A wrapper around 
the Google search engine, that logs the queries, search results, 
and clicks on a per user basis. This information was then used 
to create user profiles. A wrapper for Google that implicitly 
collects information’s from users. Users register with their 
email addresses in order to create a cookie storing their user id 
on their local machines. When user submits a query, 
GoogleWrapper logs the query and the userID and then 
forwards the query to the Google search engine. The search 
engine returns result back to the user based on the created user 
profile of particular userID. To keep users secrets was the 
major problem in this approach. 

 Xuwei Pan, W. Zhengcheng and G. Xinjian proposed 
context-based adaptive personalized web search for improving 
information retrieval effectiveness. In this approach, the 
authors proposed a novel adaptive personalized technique 
based on context to adapting search outputs consistent with 
each user’s requirement in different situations for relevant 
information with slight user effort. Experimental observations 
prove that the adaptive personalized search system is executed 
by most of users and the approach to personalize web search is 
effective. 

 Y. Chen, H. L. Hou and Z. Yan-Qing recommended a 
personalized context-dependent web search agent using 
semantic trees. In web searching applications, contexts and 
users’ preferences are two significant features for Internet 
searches in some way that outputs would be much more 
appropriate to users’ requests than with existing search 
engines. Researchers had planned a concept-based search 
agent which utilizes conceptual fuzzy set (CFS) for matching 
contexts-dependent keywords and concepts. In the CFS model, 
a word accurate meaning may be determined by other words 
in contexts. Owing to the fact that various combinations of 
words may become visible in queries and documents, it may 
be complicated to identify the relations between concepts in 
all possible combinations. To avoid this problem, the authors 

proposed a semantic tree (ST) model to identify the relations 
between concepts. Concepts are symbolized as nodes in the 
ST, and relations connecting these concepts are represented by 
the distances between nodes. Furthermore, this paper makes 
use of the users’ preferences for personalizing search results. 
Finally, the fuzzy logic will be utilized for finding which 
factor, semantic relations or users’ preferences will control 
results.   

 L. Fang, C. Yu and W.Meng recommended personalized 
web search for improving retrieval effectiveness. In this paper, 
the authors propose a novel approach to learn user profiles 
from users’ search histories. The user profiles are then utilized 
to enhance retrieval efficiency in web search. A user profile 
and a common profile are studied from the search history of 
the user’s and a category hierarchy, respectively. These two 
profiles are integrated to map a user query into a group of 
categories which corresponds to the user’s search intention 
and provide a context to disambiguate the words in the user’s 
query. Web search is performed according to both the user 
query and the group of categories. A number of profile 
learning and category mapping approaches and a fusion 
algorithm are presented and evaluated.  

 D. Chen, J.C. Patra and F.C. Peng suggested personalized 
web search with self-organizing map. The commonly used 
web search engines provide the similar answer set for different 
preferences. Personalized web search performs the search for 
all users according to their preference. With the intention of 
minimizing the consumption of time on browsing irrelevant 
documents, this paper suggests an intelligent Personal Agent 
for Web Search (PAWS). The PAWS cleverly utilizes the self 
organizing map (SOM) as the user’s profile and therefore, is 
capable of providing high quality answer set to the user. 

 Y. Xu, K. Wang, B. Zhang, and Z. Chen proposed a 
privacy-enhancing personalized web search. Users are 
uncomfortable with exposing private preference information 
to search engines. Fig.2. provides a system overview of 
proposed system. In this approach, authors introduce an 
algorithm which automatically builds a hierarchical user 
profile that represents the user’s implicit personal interests. 
Only portions of the user profile will be exposed to the search 
engine in accordance with a user’s own privacy settings. A 
search engine wrapper is developed on the server side to 
incorporate a partial user profile with the results returned from 
a search engine. Rankings from both partial user profiles and 
search engine results are combined. The customized results are 
delivered to the user by the wrapper. In this approach, user 
profile kept as exposed plus private. That is why user’s 
privacy could be preserves somewhat. This profile-based PWS 
does not support runtime profiling. A user profile is typically 
generalized for only once offline, and used to personalize all 
queries from a same user without making distinctions. Here 
ranking is take place based on only exposed user profile.  

 B. Smyth proposed a community-based approach to 
personalizing web search. Researchers can influence the 
underlying knowledge produced within search communities 
by gathering user’s search behaviours- the queries they enter 
and results they choose- at the community level. They can 
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Figure 1: Architecture of UPS

make use of this data to construct a relevance model that 
provides the promotion of community-relevant results 
throughout standard web search. This paper focuses on the 
collaborative web search technique that encourages the 
suggestion that community search behaviours can offer 
valuable form of search knowledge and sharing of this 
knowledge makes adapting conventional search-engine 
outputs possible. 

3 PROBLEMS IN PREVIOUS WORKS 

Many personalized web search approaches have been 
discussed in the literature survey. The problems with the 
existing methods are explained in the following observations: 

1. The existing profile-based PWS do not support runtime 
profiling. A user profile is typically generalized for only once 
offline, and used to personalize all queries from a same user 
without making distinctions. Such “one profile fits all” 
strategy certainly has drawbacks given the variety of queries. 

2. The existing methods do not take into account the 
customization of privacy requirements. This means that some 
user privacy to be overprotected while others insufficiently 
protected. Unfortunately, few prior works can effectively 
address individual privacy needs during the generalization. 

3. Privacy is another one major problem in the existing 
approaches. 

  4. Unnecessary exposure of the user profile. Sometimes 
users really not need to personalize a particular query. The 
existing system personalizes all queries submitted by user 
based on user profile or click-through data. 

 5. Many personalization techniques require iterative user 
interactions when creating personalized search results. They 
usually refine the search results with some metrics which 
require multiple user interactions. 

4 SYSTEM ARCHITECTURE 

From the literature survey it is concluded that most of the 
PWS system primarily focused on to improve search quality. 
The profile-based PWS do not support runtime profiling. Also 
these methods do not take into account the customization of 
privacy requirements. Unnecessary exposure of the user 
profile is another one problem. 

Propose a privacy-preserving personalized web search 
framework UPS, which can generalize profiles for each query 
according to user-specified privacy requirements. The key 
component for privacy protection is an online profiler 
implemented as a proxy running on the client machine itself. 
The proxy maintains both the complete user profile, in a 
hierarchy of nodes with semantics, and the user-specified 
privacy requirements represented as a set of sensitive-nodes. 

The framework works in two phases, namely the offline 
and online phase, for each user. During the offline phase, a 
hierarchical user profile is constructed and customized with 
the user-specified privacy requirements. The online phase 
handles queries as follows: 

• When a user issues a query on the client, the proxy 
generates a user profile in runtime in the light of 
query terms. The output of this step is a generalized 
user profile satisfying the privacy requirements.  

• The query and the generalized user profile are sent 
together to the PWS server for personalized search. 

• The search results are personalized with the profile 
and delivered back to the query proxy. 

• Finally, the proxy either presents the raw results to 
the user, or re ranks them with the complete user 
profile. 

5 PRELIMINARIES 

In this section, we first introduce the structure of user profile 
in UPS. Then, we define the customized privacy requirements 
on a user profile. Finally, we formulate the problem of privacy 
preserving profile generalization. 

5.1 USER PROFILE 

Here, each user profile in UPS adopts a hierarchical structure. 
Moreover, our profile is constructed based on the availability 
of a public accessible taxonomy, denoted as R. This repository 
R is a huge topic hierarchy covering the entire topic domain of 
human knowledge. That is, given any human recognizable 
topic t, a corresponding node can be found in R, with the sub 
tree subtr ( t, R ) as the taxonomy accompanying t. The 
repository is regarded as publicly available and can be used by 
anyone as the background knowledge. Examples for such 
repositories are ODP, Wikipedia, WordNet and so on. 
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Figure 2: Sample user profile 
 

 
A user profile H, as a hierarchical representation of user 

interests, is a rooted sub tree of R. Given two trees S and T, S 
is a rooted sub tree of T if S can be generated from T by 
removing a node set X from T, i.e., S= rsbtr(X,T). A diagram 
of a sample user profile is illustrated in Figure 1.  

5.2 CUSTOMIZED PRIVACY REQUIREMENTS 

Customized privacy requirements can be specified with a 
number of topics in the user profile, whose disclosure to the 
server introduces privacy risk to the user. Given a user profile, 
the sensitive nodes are a set of user specified sensitive topics, 
whose sub trees are nonoverlapping.  

The most straightforward privacy preserving method is to 
remove sub trees rooted at all sensitive-nodes whose 
sensitivity values are greater than a threshold. Such method is 
referred to as forbidding. We exemplified the limitation of the 
forbidding operation in next section. 

5.3 GENERALIZING USER PROFILE 

Now, we exemplify the inadequacy of forbidding operation. In 
the sample profile in Figure 2, Figure is specified as a 
sensitive node.  Thus, rsbtr(S, H) only releases its parent Ice 
skating. Unfortunately, an adversary can recover the sub tree 
of Ice skating relying on the repository, where Figure is a 
main branch of Ice skating besides Speed. If the probability of 
touching both branches is equal, the adversary can have 50 
percent confidence on Figure. This may lead to high privacy 
risk if sen(Figure) is high. A safer solution would remove 
node Ice skating in such case for privacy protection. In 
contrast, it might be unnecessary to remove sensitive nodes 
with low sensitivity. Therefore, simply forbidding the 
sensitive topics does not protect the user’s privacy needs 
precisely.  
 To address the problem with forbidding, we propose 
a technique, which detects and removes a set of nodes X from 
H, such that the privacy risk introduced by exposing G= 
rsbtr(X,H)  is always under control. Set X is typically different 
from S. This process is called generalization, and the output G  
is a generalized profile. For this purpose introduced GreedyIL 
generalization algorithm. Details of this algorithm will be 
presented in section 6.  

6 UPS PROCEDURE 

Specifically, each user has to undertake the following 
procedures in our solution, 

1. Offline profile construction 
2. Offline privacy requirements customization 
3. Online query-topic mapping 
4. Online generalization. 

Offline-1. Profile construction. The first step of the offline 
processing is to build the original user profile in a topic 
hierarchy that reveals user interest. For constructing the user 
profile we need to track the user’s search history. For each 
click to the links, the corresponding url information stored. 
Using these information and WordNet information, we can 
construct user profile. In section 7, we present details about 
this step.  
Offline-2. Privacy requirement customization. This procedure 
first request the user to specify a sensitive-node set.  
Online-1. Query-topic mapping. Given a query q, the purpose 
of query-topic mapping is to compute a rooted sub tree, which 
is called a seed profile, so that all topics relevant to q are 
combined in it. For example, by applying the mapping 
procedure on query “Eagles”, we obtain a relevant set T 
(Eagles) as shown in Table 1. Overlapping the sample profile 
in Figure 1 with its query-relevant trie R (Eagles) gives the 
seed profile Gb, whose size is significantly reduced compared 
to the original profile.  
 

Topics in T(Eagles) 

Top/Arts/Music/Artists/Eagles 

Top/Sports/American football/NFL/Philadelphia Eagles 

Top/Science/Biology/Animals/Birds/Raptors/Eagles 

Top/Society/Military/Aviation/Aircraft/fighters/F-
15/Eagles 

Table 1: Contents of T(Eagles) 
 

Online-2. Profile generalization. This procedure checks 
whether this seed profile satisfies privacy requirements of user 
when it is exposed to the server.  In addition, this procedure 
computes the discriminating power for online decision on 
whether personalization should be employed. 
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7 GREEDYIL ALGORITHM 

The greedyIL algorithm improves the efficiency of the 
generalization using heuristics based on several findings. One 
important finding is that any prune-leaf operation reduces the 
discriminating power of the profile. Considering the process of 
pruning leaf t from Gi to obtain Gi+1 in the ith iteration, 
maximizing DP (q, Gi+1) is equivalent to minimizing the 
incurred information loss.  
 The following description gives a brief idea about the 
GreedyIL algorithm. This algorithm takes seed profile, query, 
and privacy threshold as inputs. The output we get from this 
algorithm will be a generalized profile which satisfying user 
specified privacy threshold value. We maintain a priority 
queue of candidate prune-leaf operators in descending order of 
the information loss caused by the operator. First, we check 
whether the submitted query is distinct or not. If it is a distinct 
query then there is no need to perform pruning operations. If 
not, we have to do some operations.  

1. Obtain the seed profile Gi from online-1. 
2. Insert each topic and corresponding information 
loss into Q for all topics in seed profile. 
3. Check whether this seed profile exposed to 
server will make any privacy risk. If so perform 
following operations, otherwise go to step 9. 
4. Pop a prune-leaf operation on t from Q.  
5. Set s as it parent. Perform pruning operation. 
6. Check if t has no sibling, and then just insert s 
and corresponding information loss to Q. Then go to 
step 8. 
7. If t has siblings,  

7.1. Merge t into shadow-sibling. 
7.2. Check if these t’s siblings have any 
operations in Q. If not, just insert s and 
corresponding information loss into Q. 
Otherwise, updates the IL- values for all 
operations on t’s siblings in Q. 

8. Update i. 
9. Return this Gi as generalized profile G*. 

After performing these operations, we will get a generalized 
user profile in runtime with the light of query terms. 
Subsequently, the query and the generalized user profile are 
sent together to the PWS server for personalized search. The 
search results are personalized with the profile and delivered 
back to the query proxy. The proxy presents the raw results to 
the user.  
 

8 IMPLEMENTATION 

The UPS framework is implemented on a PC with an Intel 
Core i5 2.67-GHz CPU and 4-GB main memory, running 
Microsoft Windows 7. All the algorithms are implemented in 
Java. The topic repository uses the WordNet. First step in our 
thesis work was download dataset from web.  

We had a database called searchengine, which contains 
four tables. The first table “urlinfo” contains the urls, which  

 
 

Figure 3: Implementation flow 
 
was already visited by the users. This table also contains the 
most frequent words in each url. The second table named 
“allwords”, gives the most frequent words in url already 
visited by users. The third table “related_words”, which stores 
each frequent word search by the users, and corresponding 
related words in WordNet. The last table “hide_words”, stores 
the words that are hidden from the public server. 

We can divide the overall procedure of the thesis into three 
modules.  

1. Profile construction: This is an offline 
process for identifying user’s interests, for constructing user 
profile that we need to track the user’s search history. So, the 
first form gives an interface for the user to search their 
queries. For each click to the links, the corresponding url 
information stored into the table “urlinfo”. Internally, we 
calculate the most frequent words in each url. After 
performing stemming, count each word, if the count is more 
than predefined value it will be stored into the corresponding 
entry in the table. These words are also stored into the table 
“allwords”. Now we have frequent words, which might be the 
interested topics of the user, also we need to find 
corresponding related words in the WordNet. For that we use 
“allwords” table’s information and dataset. Trace all related 
words and store those words into “related_words” table. 
Based on all these tables we constructed the user profile in a 
hierarchical structure. We used simple tree construction java 
code for the hierarchical structure.  

2. Privacy requirement customization: This 
procedure first requests the user to specify a sensitive-node set 
by selecting topics from hierarchical user profile. Those words 
are stored in the “hide_words” table. 

3. Query processing: This procedure is an 
online processing. After creating user profile, users can 
directly search through new browser interface. When user 
submits a query, internally perform our GreedyIL algorithm to 
generalize the user profile with runtime in the light of 
submitted query. The query and the generalized profile are 
sent together to the PWS server for personalized search. The 
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search results are personalized with the profile and delivered 
back to the user. 
 

9 PROBLEMS IN BASE PAPER 

The main disadvantage of base paper is there may be a chance 
of eavesdropping when generalized profile forwarded to the 
server. Based on generalized profile, the attacker will attempt 
to touch the sensitive nodes of the user by recovering the 
segments hidden from the original user profile, and computing 
a confidence for each recovered topic, relying on the 
background knowledge in the publicly available taxonomy 
repository. Figure 4 shows the attack model of PWS. 
 

10    CONCLUSION AND FUTURE WORK 

Personalized Web Search is a promising way to improve 
search quality. Using this new search engine we got the 
personalized search results without revealing any personal 
information. We compared the search results from both 
Google and our new search engine. From that we understood 
that search results from search engine were more personalized 
and moreover we can save our valuable time. Search results 
from our search engine is same as that of search results from 
Google account or MyYahoo!, but more personalized. We 
need to register our personal information or interests before 
search through Google account or MyYahoo!, for getting 
personalized search results. Overall using this new search 
engine we provide privacy to the PWS. 

For future work, we will try to resist adversaries with 
cryptographic concepts. We couldn’t use the usual encryption 
techniques, because need to decrypt at the server side. The 
solution to this problem is applying homomorphic encryption, 
which allows computations to be carried out on ciphertext also 
generate an encrypted result which, when decrypted, matches 
the results of operations performed on the plaintext. 

 
 
 

 
 
 

Figure 4: Attack model of PWS 
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Abstract— In this paper, a precise description of the threat 
evaluation process is presented. This is followed by a review 
describing which parameters that have been suggested for 
threat evaluation in an air surveillance context throughout the 
literature. Threat evaluation is a critical component of the 
system protecting the defended assets against the hostile 
targets like aircrafts, missiles, helicopters etc. The degree of 
threat is evaluated for all possible hostile targets on basis of 
heterogeneous parameter values extracted from various 
sensors, to improve the situational awareness and decision 
making. Taking into consideration the amount of uncertainty 
involved in the process of threat evaluation for dynamic 
targets, the fuzzy logic turns out to be a good candidate to 
model this problem. This model is based on a Fuzzy logic 
approach, making it possible to handle imperfect observations. 
The structure of the Fuzzy Logic is described in detail. Finally, 
an analysis of the system’s performance as applied to a 
synthetic static scenario is presented. The simulation results 
are acceptable and fine and show that this model is reliability. 

Keywords-component; Threat Assessment; Fuzzy Knowledge 
Based System; Decision Support System; Weapons Assignment; 
Threat Evaluation Fuzzy Model 

I.  INTRODUCTION  
In order to support the security of any nation the places of 

significance are to be protected as defended assets. The 
various defended assets can be air bases, tourist places, 
bridges, camps, nuclear power plants, command post, 
harbors, radars, monuments, parliament’s buildings, etc. In 
the war as well as peace keeping scenario it becomes critical 
to understand the possible enemy dynamic targets such as 
aircrafts, missiles, helicopters, etc which can be manned or 
unmanned targets. In a military environment it is often the 
case that decision makers in real-time have to evaluate the 
tactical situation and to protect defended assets against 
enemy threats by assigning available weapon systems to 
them [1]. The decision making is very critical with respect 
to available resources and time. The dynamic targets are 
those targets which are mobile and exhibit change in their 
characteristic behavior. Various factors are considered for a 
decision making augmented with human cognitive 
intelligence. An expert system built with help of fuzzy logic 

can play an important role in enhancing situation awareness 
and automated decision making. The protection of defended 
assets is the prime objective of threat evaluation modeling 
of dynamic targets. An assumption is made that defending 
targets act as potential threats, but targets may be friend or 
enemy which is decided by IFF. The IFF is designed by 
command and control system. In this situation, prioritization 
of potential threats is very important according to threat 
level of detected enemy targets via multi resources. Battle 
space and intelligent sensors help in target classification. 
Threat value quantifies the possibility of threat or danger 
imposed by a potential target. In this situation of possible 
multiple targets, it becomes critical to prioritize the degree 
of threat involved with them to decide which target is more 
dangerous via predicting the threat value. Threat value is 
directly proportional to the amount of danger a target 
produces towards the protected asset. The higher threat 
value implies more dangerous target. This analysis in turn 
will play a significant role in weapon allocation against 
suspicious targets. 

A grid of sensors produces large amount of 
heterogeneous data which can be used to evaluate the degree 
of threat of a target. Thus threat evaluation is a high level 
information fusion process. At times the threat evaluation 
becomes challenging in the presence of multiple parameters 
and processes. There is some amount of uncertainty 
involved in these parameters depending on the nature of 
targets and assets involved. It is difficult to formulate 
mathematical model by using selected parameters as inputs 
to generate the threat value as an output. The fuzzy 
inference system turns out to be one of the most efficient 
methods for the threat evaluation of dynamic targets under 
uncertain condition.  

The remainder of this paper is organized as follows. In 
section II, a precise description of the threat evaluation 
process is presented. This is followed by a classification of 
parameters that throughout the literature are suggested for 
use in threat value calculation, and a summary of different 
algorithms and methods for threat evaluation that exist. In 
section III, a threat evaluation system based on the findings 
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from the literature review is presented. The calculation of 
threat values in the system is performed by making 
inference in a fuzzy model. The structure of this fuzzy 
model is described, together with an analysis of the system’s 
behavior as applied to a synthetic scenario. In section IV, a 
simulation and its results are presented. Finally, in section V 
the paper is concluded and thoughts regarding future work 
are presented. 

II. THREAT DEFINITION 
The threat is an expression of intension to inflict evil, 

injury, or damage [1, 12]. These threats are according to 
Steinberg [12] modeled in terms of relationships between 
threatening entities and threatened entities. The threatening 
entities will be referred to as targets, while the threatened 
entities are referred to as defended assets. The threat 
evaluation is significant component in target classification 
process. Small errors or mistakes in threat evaluation and 
target classification can result in huge damage of life and 
property.  

A threat is often assessed as a combination of its 
capability and intent ([12], [14], [15]). A target’s capability is 
its ability to inflict injury or damage to defended assets, 
while intent refers to its will or determination to inflict such 
damage [17]. In [15], a third threat component is mentioned: 
opportunity. This is spatio-temporal states of affairs making 
it possible to carry out one’s intent given sufficient 
capabilities [16]. 

Threat evaluation helps in case of weapon assignment, 
and intelligence sensor support system. It is very important 
factor to analyze the behavior of enemy tactics as well as our 
surveillance. Disastrous situation in terms of loss of life and 
the valuable assets occur due to wrong evaluation of threat 
value. In this case we will suffer more as damages so it is 
important to evaluate more accurately. 

Threat evaluation is a process based on defending targets 
to defended asset; here an assumption is to protect one asset 
against several defending targets but consideration of more 
number of assets will give realistic feel towards threat 
evaluation. It is a high level information fusion technique 
that belongs to third level data fusion model in Joint 
Directors of Laboratories (JDL) as seen in Fig. 1. 

 
Figure 1.  The JDL Model 

A. JDL Model 
The JDL is a conceptual information fusion Model, 

which describes the processes, functions and specific 

techniques used for information fusion. Data fusion is the 
process of combining data or information to estimate or 
predict entity states [2]. It describes how data from different 
sources is transformed to information. This information used 
by decision makers which improves the situational 
awareness. In this model, data utilized is obtained from 
different sources like radars, sensors and databases. After 
estimation of information, aggregation and improvement can 
be done to extract right information for the decision makers. 
The JDL model comprises different levels [2]:  

Level 0: Sub-Object Data Assessment: This level 
focuses on heterogeneous data collection. Assessment and 
prediction of data observable states on the basis of data 
association and characterization is done in this level. At this 
level, data is accessed from different sources, which may be 
localized or distributed. The main task of this level is to pre-
process data by correcting biases and standardizing the input 
before the data from variety of sources is fused. 

Level 1: Object assessment: The data collected in level 
zero is processed in this level to extract useful information. 
Assessment and prediction of entity states on the basis of 
observation-to track association for continuous state 
estimation and discrete state estimation is done in this level. 

Level 2: Situation Assessment: The information 
extracted in level one is utilized to study the impact on 
current situation. Assessment and prediction of relations 
between the entities and relationship with the surrounding is 
focused in this level. This includes force structure, cross 
force relations, communications and etc. 

Level 3: Threat Assessment: The situation information 
generated in level two is studied with respect to the role of 
possible contributors on the situation. Assessment and 
prediction of effects on situation of planned or 
estimated/predicted actions by the participants; to include 
interactions between action plans of multiple players is the 
main focus of this level. 

Level 4: Process Refinement: This level focuses on the 
optimization of over all information fusion process that is an 
element of Resource Management. The Observe, Orient, 
Decide, and Act (OODA) loop is a concept originally applied 
to the combat operations process, often at the strategic level 
in military operations. The OODA loop is considered to be 
one of the most effective decisions making model in defense 
and security, often applied to understand commercial 
operations and learning processes today. The OODA loop 
can be seen in Fig. 2.  

 
Figure 2.  Situational Awareness OODA LOOP 
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The OODA loop is considered to be one of the most 
effective decisions making model in defense and security, 
often applied to understand commercial operations and 
learning processes today. When the enemy aircraft comes 
into radar contact, more direct information about the speed, 
size, and maneuverability of the enemy target becomes 
available. To determine which of several threats that 
represent the highest danger is of great importance, since 
errors such as prioritizing a lesser threat as a greater threat 
can result in engaging the wrong target, which often will 
have severe consequences [1]. 

 

III. THREAT EVALUATION MODEL 
Consider a tactical situation where we have a set of 

defended assets 1 2{ , ,..., }mA A A A that we are interested 
in to protect (e.g. friendly forces, ships, bridges, and power 
plants). There is also a set of targets 1 2{ , ,..., }nT T T T , 
which have been detected in the surveillance area. Now, the 
first problem is to for each target-defended asset 
pair ( , )i jT A , where iT T  and jA A , assign a threat 

value representing the degree of threat iT  poses to jA  , i.e., 

to define a function ( , ) : [0,1]Th i j T A  , assuming 
numbers between 0 and 1. Threat value of i th available 
defended asset from j th attacking target is ( , )Th i j . The 
threat evaluation model is proposed in Fig. 3. 

 
Figure 3.  Asset- target pairs 

The numbers 0 is lowest possible threat value and 1 is 
highest possible threat value. 

 

A. Parameters for Threat Evaluation 

In order to evaluate the threat posed by a target iT  on a 

defended asset jA , there is a need to identify the parameters 
that control the threat value given a target-defended asset 
pair [20]. A large number of different parameters for threat 
value calculation have been suggested in the literature. 
However, many of these are closely related to each other.  

The variety of parameters are proposed and used by 
researchers for threat evaluation [1]-[11]. These parameters 
have varying degree of effect on the threat value. Some 

parameters for calculating threat value are dependent on 
other parameters. A number of parameters [6] are discussed 
with their descriptions in Table I.  

TABLE I.  PARAMETERS TABLE 

 Attribute Description 
Speed Approximate airspeed or an indication Of change 

(e.g., increasing). 
Altitude Approximate feet above ground or an indication of 

change (e.g., climbing). 
Range/ 
Distance 

The track’s distance from own ship. 

CPA 
(Closest 
Point of 
Approach) 

Closest Point of Approach Estimated distance that 
track will pass by own ship if the track and own ship 
remain On their current courses. 

Weapon 
envelope 

The track’s position with respect to its Estimated 
weapons envelope. 

Own 
Support 

Availability of nearby friendly ships Or patrol 
aircraft. 

Visibility Approximate number of miles, or an indication of 
atmospheric conditions (e.g., haze). 

Maneuvers Indicates the number of recent maneuvers, or if the 
track is following The ship. 

Fire(Attack) The Target Fire into Asset 
IFF Mode Identify Friend or Foe. Signals from a track that 

indicate if it is a friendly, or Perhaps neutral, aircraft. 
Target Support Availability targets for assistance to enemy target 

 

Based on an exhaustive literature survey over 
publications dealing with threat evaluation in the information 
fusion domain and related areas, the parameters have been 
classified as follows. 

1) Proximity parameters: An important class of 
parameters for assigning threat values to target-defended 
asset pairs is proximity parameters, i.e. CPA parameter. A 
key parameter that is used in many threat value evaluation 
techniques [1], [12] is the distance from the defended asset to 
the closest point of approach (CPA). The CPA is the point 
where the target eventually will be the closest to the 
defended asset, given current track estimates. Assuming 
stationary (non-moving) defended assets, this is the 
orthogonal projection of the position of the defended asset on 
the extension of the target’s velocity vector (Fig. 4).  

 
Figure 4.  Closest point of approach between a target and a stationary 

Defended asset 
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The distance between the position of the defended asset 

and the CPA is clearly a measure of the threat level: the 
larger the distance, the less the threat. This distance will in 
the following be referred to as range from CPA. 

2) Capability parameters: The next class of parameters 
for threat evaluation is capability parameters. This refers to 
the target’s capability to threaten the defended asset. The 
several central parameters here are target type, weapon type 
and weapon envelope. 

3) Intent parameters: The class of intent parameters is a 
broad category, containing parameters that can reveal 
something about the target’s intent. The several parameters 
here are speed, heading [18], altitude and maneuvers [19]. 

B. Design of a New Fuzzy Model 
In this paper one kind of rule-based algorithm is 

suggested, in which fuzzy inference rules are used to 
calculate the level of threat air targets pose to a navy combat 
ship, using speed, altitude, range, CPA, weapon envelope, 
own support,  visibility, maneuver, fire, target support and 
IFF as input parameters and threat value as output parameter. 
For each input parameter, multiple membership functions are 
defined (e.g. slow, medium, and fast for the speed parameter 
and etc.). Such a membership function maps each point in 
the input space to a membership value between 0 and 1. 
Finally, fuzzy inference rules have been defined for how the 
input should affect the output parameter threat rating. The 
steps involved for threat value [21]: 

1. Select target’s information as inputs and threat rating 
as output. The target’s information is collected from radar, 
and processed to set some information as fuzzy input 
evidences. The threat value rating is set as a fuzzy output. 

 
Figure 5.  TEFM (Threat Evaluation Fuzzy Model) 

2. Decide membership functions for each input and 
output parameters. Membership function of parameters is 
triangular. Membership functions of input parameters are in 
following Fig. 6 to Fig. 12. 

 
Figure 6.  Membership functions for Speed 

 
Figure 7.  Membership functions for Altitude 

 
Figure 8.  Membership functions for Range 

 
Figure 9.  Membership functions for CPA 

 
Figure 10.  Membership functions for weapon envelope 
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Figure 11.  Membership functions for visibility 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 12.  Membership functions for other parameters: (a) own support, (b) 
maneuvers, (c) fire, (d) target support, (e) IFF 

Membership function of output parameter is the 
following Fig. 13.  

 

 
Figure 13.  Membership functions for threat rating 

 
3. Determine fuzzy rules by using inputs and output: 

Determine fuzzy inference rules using some standard data 
available and the expert’s comments on the relation between 
the inputs Altitude, Speed, Range, CPA, weapon envelope, 
visibility, own support, maneuver, fire, target support and 
IFF and output Threat rating. Some tentative rules are framed 
and the results are evaluated for the validity of the results 
with respect to the real time and synthetic scenario. These 
inputs change the threat rating via rules. In this paper is 
defined 331 rules that has caused the system is robust and 
efficient. A few of fuzzy inference rules that have been used 
in the implementation are the following:  

TABLE II.  A FEW OF FUZZY INFERENCE RULES USED IN THIS PAPER  

Rule 
Number 

Description 

 
Rule 1 
 

IF (Altitude is low) AND (Speed is fast) AND (Range 
is close) AND (CPA is close) THEN (Threat Rating is 
very high) (Weight: 1). 

 
Rule 2 

IF (Altitude is high) AND (Speed is slow) AND 
(Range is far) AND (CPA is far) THEN (Threat 
Rating is very low) (Weight: 1). 

 
Rule 3 

IF (Altitude is medium) AND (Speed is medium) 
AND (Range is medium) AND (CPA is medium) 
THEN (Threat Rating is medium) (Weight: 1). 

 
Rule 4 

IF (Altitude is low) AND (Speed is fast) AND (Range 
is far) THEN (Threat Rating is medium) (Weight: 1). 
 

 
Rule 5 

IF (Altitude is high) AND (Speed is fast) AND (Range 
is far) THEN (Threat Rating is very low) (Weight: 1). 
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IV. THE RESULTS OF SIMULATION 
To demonstrate the threat evaluation application, we have 

constructed a static test scenario. The scenario consists of a 
four defended asset and three air targets (one Boeing 747, 
one F-16, and one B-2 bomber). 

 

 
Figure 14.  Projection of the targets used in the test scenario 

A. Static Scenario 
Simulation of block diagram proposed fuzzy model is 

completed for threat evaluation of targets by using the 
MATLAB software as seen in Figure 14. The figure shows a 
static scenario which is reads the input parameters as 
constant information in every time. This information is 
obtained from the radar system connected in the command 
and control unit. The underlying Fuzzy Inference System 
evaluates the value of threat for every one of the defended 
assets. 

 

 
Figure 15.  Static fuzzy model of threat evaluation in MATLAB 

Simulation of this fuzzy model is done for the multiple 
set of inputs for the various example targets in static 
scenario. For example: For the input information like 

Altitude 5000 ft, Speed 1200 knot, range 50 in nautical 
miles, CPA 20 in ft, weapon envelope 250 km, visibility 
5mA, own support 0 and other parameters are 1, the output 
generated is the threat rating 0.8391 (which lies between 0 
and 1). It will change when values of parameter change time 
to time. Higher the threat rating identifies more dangerous 
target. The value of the threat rating will guide the decision 
making to engage the weapons in the process of protecting 
the assets from the targets. Simulation results in static test 
scenario for 25 instants are demonstrated in Table III and 
Table IV. 

TABLE III.  SIMULATION RESULTS IN 12 INSTANTS STATIC TEST 
SCENARIO 

 

TABLE IV.  SIMULATION RESULTS IN OTHER 13 INSTANTS STATIC TEST 
SCENARIO 

 
 

V. CONCLUSIONS 
In this paper, we have given a precise description of the 

threat evaluation process. A literature review has been 
carried out regarding which parameters that have been 
suggested for threat value calculation throughout the 
literature, together with an overview of different algorithms 
that exist for threat evaluation. We have implemented a 
system for threat evaluation in an air defense environment. 
The underlying mechanism for threat evaluation in this 
system is a fuzzy logic. 

The fuzzy logic based multi objective decision making 
system is an excellent tool available to deploy a decision 
support system. It simplifies the task of human decision 
maker to a great deal. Each target has different threat value at 
different time. In this paper, threat rating of targets is 
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effectively estimated between 0 and 1 by using fuzzy 
inference system which is giving accurate result. 

The implemented threat evaluation system has been 
applied to a synthetic air defense scenario. Also, for the first 
time in this paper, eleven parameters are introduced for 
threat evaluation such as altitude, speed, range, CPA, 
weapon envelope, own support, visibility, maneuver, fire, 
target support and IFF as input in fuzzy inference system. 
With regard to most parameters improved accuracy of threat 
assessment. An analysis of the system’s threat value 
calculations shows that the proposed fuzzy model works well 
for statically moving targets in fixed time.  

The future work includes the design of fuzzy model is 
used to evaluate the threat of dynamically moving targets in 
real-time applications. Another interesting task is to 
investigate if the system’s calculated threat values on 
realistic scenarios agree with human experts on air defense. 

The threat evaluation system can contribute significantly 
in the process of the improvement of situational awareness in 
peace and the battlefield scenarios in a network centric 
operation setup. This will add value to the battle space entity 
in a network centric platform operations with respect to the 
automated decision making support. 
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Abstract—This paper represents an intelligent description of 
the threat evaluation process in 3 level of JDL model using of 
fuzzy sets theory. The degree of threat is evaluated for all 
possible targets to improve the situational awareness and 
decision making in command and control system and is 
calculated to precise weapon assignment. Taking into 
consideration the amount of uncertainty involved in the 
process of threat evaluation for dynamic targets, the fuzzy set 
theory turns out to be a good candidate to model this problem. 
In this approach, based on a fuzzy logic, is making it possible 
to handle imperfect observations. The structure of the fuzzy 
expert system based on fuzzy number approach is described in 
detail. Finally, an analysis of the system’s performance as 
applied to multiple dynamic scenarios is presented. The 
simulation results show the correctness, accuracy, reliability 
and minimum errors in the system is designed. 

Keywords-component; Fuzzy Number, JDL Model, Decision 
Support System, Dynamic Air Targets, Multi Sensor Data 
Fusion; Weapons Assignment 

I.  INTRODUCTION  
The main task of a battle management system, is 

integrating a floating sensor output data, target detection, 
diagnosis and management of a variety of weapons, targets 
and ultimately the decision is automatically installed on the 
vessel.  
  The heart of the battle management systems is data fusion 
system. Where the type and number of sensors and their 
reliability is very diverse and the sensors with heterogeneous 
output cannot overlap nor cannot independent or dependent. 
For increase the reliability of each of the parts of a battle 
management system use the fusion algorithms.  

Data fusion is the software sector of battle management 
system. Data fusion is the process of combing information 
from a number of different sources to provide a robust and 
complete description of an environment or process of 
interest. Data fusion is of special significance in any 
application where a large amount of data must be combined, 
fused and distilled to obtain information of appropriate 
quality and integrity on which decisions can be made. Data 
fusion finds application in many military systems, in civilian 
surveillance and monitoring tasks, in process control and in 
information systems. 

Data fusion methods are particularly important in the 
drive toward autonomous systems in all these applications. In 
principle, automated data fusion processes allow essential 
measurements and information to be combined to provide 
knowledge of sufficient richness and integrity that decisions 
may be formulated and executed autonomously [23]. 

Data fusion is often (somewhat arbitrarily) divided into a 
hierarchy of four processes. Levels 1 and 2 of this process 
are concerned with the formation of track, identity, or 
estimate information and the fusion of this information from 
several sources. Level 1 and 2 fusion is thus generally 
concerned with numerical information and numerical fusion 
methods (such as probability theory or kalman filtering).  
Level 3 and 4 of the data fusion process is concerned with 
the extraction of “knowledge” or decisional information. 
Very often this includes qualitative reporting or secondary 
sources of information or knowledge from human operators 
or other sources. Level 3 and 4 fusion is thus concerned with 
the extraction of high-level knowledge (situation awareness 
for example) from low level fusion processes, the 
incorporation of human judgment and the formulation of 
decisions and actions. 

The various defended assets can be air bases, tourist 
places, bridges, camps, nuclear power plants, command post, 
harbors, radars, monuments, parliament’s buildings, etc. In 
the war as well as peace keeping scenario it becomes critical 
to understand the possible enemy dynamic targets such as 
aircrafts (bomber, fighter, and transporter), missiles, 
helicopters, etc which can be manned or unmanned targets. 

In a military environment it is often the case that decision 
makers in real-time have to evaluate the tactical situation and 
to protect defended assets against enemy threats by assigning 
available weapon systems to them [11]. The dynamic targets 
are those targets which are mobile and exhibit change in their 
characteristic behavior. Various factors are considered for a 
decision making augmented with human cognitive 
intelligence.  

An expert system built with help of fuzzy logic can play 
an important role in enhancing situation awareness and 
automated decision making. The protection of defended 
assets is the prime objective of threat evaluation modeling of 
dynamic targets. An assumption is made that defending 
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targets act as potential threats, but targets may be friend or 
enemy which is decided by IFF (Identification, friend or foe). 
The IFF is designed by command and control system. In this 
situation, prioritization of potential threats is very important 
according to threat level (Degree of threat) of detected 
enemy targets via multi resources. 

Battle space and intelligent sensors help in target 
classification. Threat value quantifies the possibility of threat 
or danger imposed by a potential target. In this situation of 
possible multiple targets, it becomes critical to prioritize the 
degree of threat involved with them to decide which target is 
more dangerous via predicting the threat value. Threat value 
is directly proportional to the amount of danger a target 
produces towards the protected asset. The higher threat value 
implies more dangerous target. This analysis in turn will play 
a significant role in weapon allocation against suspicious 
targets. 

In a situation with several potential threats, it is of 
importance to prioritize these according to the degree of 
threat they represent to friendly defended assets, since such a 
degree indicates in which order the threats should be engaged 
[1], [21]. The degree of threat, known as threat value, can 
also be used to support intelligent sensor management [9], by 
allocating more sensor resources to targets with high threat 
values. To determine which of several threats that represent 
the highest danger is of great importance, since errors such as 
prioritizing a lesser threat as a greater threat can result in 
engaging the wrong target, which often will have severe 
consequences [12]. Threat evaluation is a high-level 
information fusion process that in relation to the JDL model 
of data fusion [22] belongs to level 3 [11], [9], [12], i.e. it is 
part of impact assessment.  

A grid of sensors produces large amount of 
heterogeneous data which can be used to evaluate the degree 
of threat of a target. Thus threat evaluation is a high level 
information fusion process. At times the threat evaluation 
becomes challenging in the presence of multiple parameters 
and processes. There is some amount of uncertainty involved 
in these parameters depending on the nature of targets and 
assets involved. It is difficult to formulate mathematical 
model by using selected parameters as inputs to generate the 
threat value as an output. The fuzzy inference system turns 
out to be one of the most efficient methods for the threat 
evaluation of dynamic targets under uncertain condition. In 
this paper, we describe the importance of threat evaluation in 
introduction section. 

Data fusion has its roots in the defense research 
community of the early 1980’s. As a result the first data 
fusion models were either adapted from existing military 
oriented process models or were designed with a distinctly 
military flavor [24]. More recently the use of data fusion has 
broadened to include industrial, medical and commercial 
applications. More recent models have acknowledged this 
migration by reducing the military terminology. However, 
this still exists to some extent (and needs to be changed). 
Sensor network configuration, the display information and 
feedback within the network integration, some of the major 

issues in the implementation of a process model are 
considered. In Fig. 1, a data fusion model is presented for use 
in various applications. The model in this paper is useful JDL 
data fusion systems are usually discussed in the context of 
the military. 

 
 
 
 
 

Figure 1.  Multi sensor Data Fusion Models  

The remainder of this paper is organized as follows. In 
section II, a precise description of the threat evaluation 
consisting of definition, modeling and evaluation in JDL 
model with threat parameters is presented. In section III 
fuzzy based approach for designing a new fuzzy model in 
fuzzy sets theory is presented. In section IV, simulation and 
results are presented. In this section, case study is 
demonstrated in four scenarios for static and dynamic targets. 
The calculation of threat values in the system is performed 
by making inference in a fuzzy model. The structure of this 
fuzzy model is described, together with an analysis of the 
system’s behavior as applied to a synthetic scenario. Finally, 
in section V the paper is concluded and thoughts regarding 
future work are presented. 

 

II. THREAT EVALUATION IN JDL MODEL 

A. Threat Definition 
The threat is an expression of intension to inflict evil, 

injury, or damage [1, 12]. These threats are ac-cording to 
Steinberg [12] modeled in terms of relationships between 
threatening entities and threatened entities. The threatening 
entities will be referred to as targets, while the threatened 
entities are referred to as defended assets. The threat 
evaluation is significant component in target classification 
process. Small errors or mistakes in threat evaluation and 
target classification can result in huge damage of life and 
property.  

A threat is often assessed as a combination of its 
capability and intent ([12], [14], [15]). A target’s capability is 
its ability to inflict injury or damage to defended assets, 
while intent refers to its will or de-termination to inflict such 
damage [17]. In [15], a third threat component is mentioned: 
opportunity. This is spatio-temporal states of affairs making 
it possible to carry out one’s intent given sufficient 
capabilities [16]. 

Threat evaluation helps in case of weapon assignment, 
and intelligence sensor support system. It is very important 
factor to analyze the behavior of enemy tactics as well as our 
surveillance. Disastrous situation in terms of loss of life and 
the valuable as-sets occur due to wrong evaluation of threat 
value. In this case we will suffer more as damages so it is 
important to evaluate more accurately. 

Threat evaluation is a process based on defending targets 
to defended asset; here an assumption is to protect one asset 
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against several defending targets but consideration of more 
number of assets will give realistic feel towards threat 
evaluation. It is a high level information fusion technique 
that belongs to third level data fusion model in Joint 
Directors of Laboratories (JDL) as seen in Fig. 2. 

 
Figure 2.  The JDL Model 

B. JDL Model 
The JDL is a conceptual information fusion Model, 

which describes the processes, functions and specific 
techniques used for information fusion. Data fusion is the 
process of combining data or information to estimate or 
predict entity states [2]. It describes how data from different 
sources is transformed to information. This information used 
by decision makers which improves the situational 
awareness. In this model, data utilized is obtained from 
different sources like radars, sensors and databases. After 
estimation of information, aggregation and improvement can 
be done to extract right information for the decision makers. 
The JDL model comprises different levels [2]:  

Level 0: Sub-Object Data Assessment: This level focuses 
on heterogeneous data collection. Assessment and prediction 
of data observable states on the basis of data association and 
characterization is done in this level. At this level, data is 
accessed from different sources, which may be localized or 
distributed. 

The main task of this level is to pre-process data by 
correcting biases and standardizing the input before the data 
from variety of sources is fused. 

Level 1: Object assessment: The data collected in level 
zero is processed in this level to extract useful information. 
Assessment and prediction of entity states on the basis of 
observation-to track association for continuous state 
estimation (e.g. kinematics) and discrete state estimation 
(e.g. Target type and ID) is done in this level. 

Level 2: Situation Assessment: The information extracted 
in level one is utilized to study the impact on current 
situation. Assessment and prediction of relations between the 
entities and relationship with the surrounding is focused in 
this level. 

This includes force structure, cross force relations, 
communications, perceptual influences, physical context, etc. 

Level 3: Threat Assessment: The situation information 
generated in level two is studied with respect to the role of 
possible contributors on the situation. Assessment and 
prediction of effects on situation of planned or 

estimated/predicted actions by the participants; to include 
interactions between action plans of multiple players (e.g. 
assessing susceptibilities and vulnerabilities to estimated 
threat actions given one’s own planned actions) is the main 
focus of this level. 

Level 4: Process Refinement: This level focuses on the 
optimization of over all information fusion process that is an 
element of Resource Management. The decision making in 
limited time is very important in most of the peace-keeping 
and war scenarios. The Observe, Orient, Decide, and Act 
(OODA) loop is a concept originally applied to the combat 
operations process, often at the strategic level in military 
operations. The OODA loop is considered to be one of the 
most effective decisions making model in defense and 
security, often applied to understand commercial operations 
and learning processes today. The OODA loop can be seen 
in Fig. 3 The whole idea of this loop is make faster decision 
for a quicker action with respect to the enemy.  

 
Figure 3.  Situational Awareness OODA LOOP 

The OODA loop is considered to be one of the most 
effective decisions making model in defense and security, 
often applied to understand commercial operations and 
learning processes today.  

This Boyd control cycle or OODA loop represents the 
classic decision-support mechanism in military information 
operations. Because decision-support systems for situational 
awareness are tightly coupled with fusion systems, the Boyd 
loop has also been used for sensor fusion. Bedworth and 
O’Brien compared the stages of the Boyd loop to the JDL 
[33]: 

 Observe – broadly comparable to the JDL level 0 and 
part of the collection phase of the intelligence cycle. 

 Orient – encompasses the functions of JDL levels 1, 2 
and 3. It also includes the structured elements of 
collection and the collation phases of the intelligence 
cycle. 

 Decide – includes JDL level 4 (process refinement 
and resource management) and the dissemination 
activities of the intelligence community. It also 
includes much more (such as logistics and planning). 
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 Act – has no direct analogue in the JDL model and is 
the only model that explicitly closes the loop by 
taking account of the effect of decisions in the real 
world. The Fig. 4 represent OODA Loop and 
Mapping to JDL. 

 
Figure 4.  OODA Loop and Mapping to JDL 

When the enemy aircraft comes into radar contact, more 
direct information about the speed, size, and maneuverability 
of the enemy target becomes available. To determine which 
of several threats that represent the highest danger is of great 
importance, since errors such as prioritizing a lesser threat as 
a greater threat can result in engaging the wrong target, 
which often will have severe consequences [1]. 

C. Threat Modeling 
Consider a tactical situation where we have a set of 

defended assets 1 2{ , ,..., }mA A A A that we are interested 
in to protect (e.g. friendly forces, ships, bridges, and power 
plants). There is also a set of targets 1 2{ , ,..., }nT T T T , 
which have been detected in the surveillance area. Now, the 
first problem is to for each target-defended asset 
pair ( , )i jT A , where iT T  and jA A , assign a threat 

value representing the degree of threat iT  poses to jA  , i.e., 

to define a function ( , ) : [0,1]Th i j T A  , assuming 
numbers between 0 and 1. Threat value of i th available 
defended asset from j th attacking target is ( , )Th i j . The 
threat evaluation model is proposed in Fig. 5. 

 
Figure 5.  Asset- target pairs 

The numbers 0 is lowest possible threat value and 1 is 
highest possible threat value. 

D. Parameters for Threat Assessment 
In order to evaluate the threat posed by a target iT  on a 

defended asset jA , there is a need to identify the parameters 
that control the threat value given a target-defended asset 
pair [20]. A large number of different parameters for threat 
value calculation have been suggested in the literature. 
However, many of these are closely related to each other.  

The variety of parameters are proposed and used by 
researchers for threat evaluation [1]-[11]. These parameters 
have varying degree of effect on the threat value. Some 
parameters for calculating threat value are dependent on 
other parameters. A number of parameters [6] are discussed 
with their descriptions in TABLE I.  

TABLE I.  PARAMETERS TABLE 

 Attribute Description 
Speed Approximate airspeed or an indication Of change 

(e.g., increasing). 
Altitude Approximate feet above ground or an indication of 

change (e.g., climbing). 
Range/ 
Distance 

The track’s distance from own ship. 

CPA 
(Closest 
Point of 
Approach) 

Closest Point of Approach Estimated distance that 
track will pass by own ship if the track and own ship 
remain On their current courses. 

Weapon 
envelope 

The track’s position with respect to its Estimated 
weapons envelope. 

Own 
Support 

Availability of nearby friendly ships Or patrol 
aircraft. 

Visibility Approximate number of miles, or an indication of 
atmospheric conditions (e.g., haze). 

Maneuvers Indicates the number of recent maneuvers, or if the 
track is following The ship. 

Fire(Attack) The Target Fire into Asset 
IFF Mode Identify Friend or Foe. Signals from a track that 

indicate if it is a friendly, or Perhaps neutral, aircraft. 
Target 
Support 

Availability targets for assistance to enemy target 

 
Based on an exhaustive literature survey over 

publications dealing with threat evaluation in the information 
fusion domain and related areas, the parameters have been 
classified as follows. 

1) Proximity parameters: An important class of 
parameters for assigning threat values to target-defended 
asset pairs, i.e. CPA parameter. 

2) Capability parameters: The next class of parameters 
for threat evaluation is capability parameters. This refers to 
the target’s capability to threaten the defended asset. The 
several central parameters here are target type, weapon type 
and weapon envelope. 

3) Intent parameters: The class of intent parameters is a 
broad category, containing parameters that can reveal 
something about the target’s intent. The several parameters 
here are speed, heading [18], altitude and maneuvers [19]. 
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III. FUZZY SETS THEORY 

A. Fuzzy Inference 
Fuzzy inference based on fuzzy sets theory is the process 

of formulating the mapping from a given input to an output 
using fuzzy logic. The mapping then provides a basis from 
which decisions can be made, or patterns determined. The 
process of fuzzy inference involves all of the sections: 
Membership Function, Logical Operation, and If-Then 
Rules. Fuzzy inference systems have been successfully 
applied in fields such as automatic control, data 
classification, decision analysis, expert systems, modeling & 
simulation, and computer vision. Because of its 
multidisciplinary nature, fuzzy inference systems are 
associated with a number of names, such as fuzzy rule- based 
systems, fuzzy expert systems, fuzzy modeling, fuzzy 
associative memory, fuzzy logic controllers, and simply 
fuzzy systems. There are two types of fuzzy inference sys-
tem; Mamdani-type and Sugeno-type. 

Mamdani's fuzzy inference method [5] is the most 
commonly used fuzzy methodology. Mamdani's method was 
among the first control systems built using fuzzy set theory. 
It was proposed in 1975 by Ebrahim Mamdani as an attempt 
to control a steam engine and boiler combination by 
synthesizing a set of linguistic control rules obtained from 
experienced human operators. Mamdani's effort was based 
on Lotfi Zadeh's 1973 paper on fuzzy algorithms for 
complex systems and decision processes. Mamdani-type 
inference expects the output membership functions to be 
fuzzy sets. After the aggregation process, there is a fuzzy set 
for each output variable that needs defuzzification. It is 
possible, and in many cases much more efficient, to use a 
single spike as the output membership functions rather than a 
distributed fuzzy set. This type of output is sometimes 
known as a singleton output membership function, and it can 
be thought of as a predefuzzified fuzzy set. 

B. Design of a New Fuzzy Model 
In this paper one kind of rule-based algorithm is 

suggested, in which fuzzy inference rules are used to 
calculate the level of threat air targets pose to a navy combat 
ship, using speed, altitude, range, CPA, weapon envelope, 
own support,  visibility, maneuver, fire, target support and 
IFF as input parameters and threat value as output parameter. 
This matter is demonstrated in Fig. 6. 

For each input parameter, multiple membership functions 
are defined. Such a membership function maps each point in 
the input space to a membership value between 0 and 1. 
Finally, fuzzy inference rules have been defined for how the 
input should affect the output parameter threat rating. The 
steps involved for threat value [21]: 

1. Select target’s information as inputs and threat rating 
as output. Threat Evaluation Fuzzy Model is presented in 
Fig. 6.  

2. Decide membership functions for each input and 
output parameters. Membership function of parameters is 
triangular. It is represented in mathematical expression: 

0
( )

( )
( )

( )
0

Speed

if Speed a
Speed a if a Speed b

b a
c Speed if b Speed c

c b
if Speed c




   


    
 
 

                          (1)         

 

Where a, b, and c stand for Starting point, Center point, 
and End point respectively. 

 
Figure 6.  TEFM (Threat Evaluation Fuzzy Model) 

Each of the parameters was explained in following: 
Generally Targets have maximum 1400 knot speed. E.g. 
Speed will lie in between 0 to 1400. The targets can achieve 
maximum 50000 ft Altitude but it depends on the type of 
target. Maximum range detected by the radar system will be 
200 nautical miles but this range depends on the power of 
radar system. CPA can be calculated from velocity vector 
and position of asset. Maximum CPA is considered 200 feet. 
CPA will lie in between 0 to 200. Weapon envelope can be 
calculated as distance. Maximum weapon envelope is 
considered 300km for every of targets. Visibility can be 
calculated as current or voltage. Minimum and maximum 
visibility is considered between 4 to 20 mA [22]. These 
parameters are demonstrated in following. 

 
Figure 7.  Membership functions for Speed 
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Figure 8.  Membership functions for Altitude 

 
Figure 9.  Membership functions for Range 

 

 
Figure 10.  Membership functions for CPA 

 
Figure 11.  Membership functions for weapon envelope 

 

 
Figure 12.  Membership functions for visibility 

The residue of input parameters consists of own support, 
maneuver, fire, target support and IFF are considered 0 and 1 
as seen in Fig. 13. These are singleton. 

 

 

 

 

 

                                 (a)                                                       (b) 

 

 

 

 

 

                                (c)                                                        (d) 

 
(e) 

Figure 13.  Membership functions for other parameters: (a) own support, (b) 
maneuvers, (c) fire, (d) target support, (e) IFF 

The output parameter in threat evaluation of fuzzy model 
is threat rating that is between 0 and 1 as seen in Fig. 14. 

 

 
Figure 14.  Membership functions for threat rating 

3. Determine fuzzy rules by using inputs and output: 
Determine fuzzy inference rules using some standard data 
available and the expert’s comments on the relation between 
the inputs and output. Some tentative rules are framed and 
the results are evaluated for the validity of the results with 
respect to the real time and synthetic scenario. These inputs 
change the threat rating via rules. In this paper is defined 331 
rules that has caused the system is robust and efficient. A 
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few of fuzzy inference rules that have been used in the 
implementation are the following table: 

TABLE II.  A FEW OF FUZZY INFERENCE RULES USED IN THIS PAPER  

Rule 
Number 

Description 

 
Rule 1 
 

IF (Altitude is low) AND (Speed is fast) AND (Range 
is close) AND (CPA is close) THEN (Threat Rating is 
very high) (Weight: 1). 

 
Rule 2 

IF (Altitude is high) AND (Speed is slow) AND 
(Range is far) AND (CPA is far) THEN (Threat 
Rating is very low) (Weight: 1). 

 
Rule 3 

IF (Altitude is medium) AND (Speed is medium) 
AND (Range is medium) AND (CPA is medium) 
THEN (Threat Rating is medium) (Weight: 1). 

 
Rule 4 

IF (Altitude is low) AND (Speed is fast) AND (Range 
is far) THEN (Threat Rating is medium) (Weight: 1). 
 

 
Rule 5 

IF (Altitude is high) AND (Speed is fast) AND (Range 
is far) THEN (Threat Rating is very low) (Weight: 1). 

 
Rule 6 

IF (Altitude is low) AND (Speed is slow) AND 
(Range is close) AND (weapon envelope is outside) 
THEN (Threat Rating is very low) (Weight: 1). 

 
Rule 7 

IF (Altitude is low) AND (Speed is slow) AND 
(Range is close) AND (Weapon Envelope is inside) 
THEN (Threat Rating is high) (Weight: 1). 

 
Rule 8 

IF (Own Support is Not Support) AND (Fire (attack) 
is Fire) AND (Target Support is supported) AND (IFF 
is foe) THEN (Threat Rating is high) (Weight: 0.9). 

 

IV. SIMULATION AND RESULTS 
To demonstrate the threat evaluation application, we have 

constructed a test scenario. The scenario consists of a four 
defended asset and three air targets (one Boeing 747, one F-
16, and one B-2 bomber). This scenario is discussed in four 
case studies for dynamic targets and is discussed in twelve 
samples for static targets of parameters. The Fig. 15 
demonstrated battle environment. 

 
Figure 15.  Combat environment in the test scenario 

A. Static Scenario 
Simulation of block diagram proposed fuzzy model is 

completed for threat evaluation of targets by using the 
MATLAB software as seen in Fig. 16. The figure shows a 
static scenario which is reads the input parameters as 
constant information in every time. This information is 

obtained from the radar system connected in the command 
and control unit. The underlying Fuzzy Inference System 
evaluates the value of threat for every one of the defended 
assets. 

 
Figure 16.  Static fuzzy model of threat evaluation in MATLAB 

Simulation of this fuzzy model is done for the multiple 
set of inputs for the various example targets in static 
scenario. For example: For the input information like 
Altitude 5000 ft, Speed 1200 knot, range 50 in nautical 
miles, CPA 20 in ft, weapon envelope 250 km, visibility 
5mA, own support 0 and other parameters are 1, the output 
generated is the threat rating 0.8391 (which lies between 0 
and 1). It will change when values of parameter change time 
to time. Higher the threat rating identifies more dangerous 
target. The value of the threat rating will guide the decision 
making to engage the weapons in the process of protecting 
the assets from the targets. Simulation results in static test 
scenario for 12 instants are demonstrated in TABLE III. 

TABLE III.  SIMULATION RESULTS IN 12 INSTANTS STATIC TEST 
SCENARIO 

 
B. Dynamic Scenario 

In this section, several scenarios for simulation dynamic 
air targets and threat evaluation them are discussed. Then for 
evaluating of robustness and efficiency of fuzzy model is 
done the comparison between them. The Fig. 17 shows a 
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dynamic scenario which is reads the input parameters as 
information in real time problems that vary on time. 

  

 
Figure 17.  Dynamic fuzzy model of threat evaluation in MATLAB 

B.1 The First Scenario 
In the all of scenarios, inputs of fuzzy model consist of 

speed, altitude, range and CPA are stated on real time 
information and the other inputs are constant information 
(static) as seen in Fig. 17. In the first of scenario has been 
assumed that enemy target (Target1) be closed to defended 
asset (Asset1). The projection of combat environment used in 
the first of scenario is demonstrated in Fig. 18. 

 
Figure 18.  Projection of combat environment used in the one scenario 

Every one of input parameters is varied as follow. The 
speed parameter of target with the increasing variable values 
is considered to be [153  ، 324  ، 564  ، 759  ، 900  ، 1040] knot in 
six different times. The altitude parameter of target with the 
decreasing variable values is considered to be [42830  ، 30025 
،21203  ، 17000  ، 10210  ، 5296] ft in six different times. The 
range and CPA parameters of target with the decreasing 
variable values respectively are considered to be [180  ، 143 
،125  ، 100  ، 80  ، 30] nautical miles and [173  ، 125  ، 90  ، 60  ، 40 

،10] feet in six different times. Also, weapon envelope is 250 
km, visibility is 5mA, own support is 0 and the rest of the 
parameters are 1. The figure of time variation of each of the 
four parameters (speed, altitude, range and CPA) is shown as 
follows. 
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Figure 19.  The time variation of the moving target speed 
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Figure 20.  The time variation of the moving target altitude 
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Figure 21.  The time variation of the moving target range 
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Figure 22.  The time variation of the moving target CPA 

The following figure shows the output of the fuzzy 
system threat assessment. 
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Figure 23.  The output of threat fuzzy model in first scenario 

By considering the amount of above, threat value 
increase significantly because the speed parameter is 
increased and three other parameters are decreased. The final 
threat value in the first scenario is got 0.8391. It shows that 
the threat is very high. 

B.2 The Second Scenario 
In the second of scenario has been assumed that enemy 

target (Target2) be fared from the defended asset (Asset2).  
Every one of input parameters is varied as follow. The 

speed parameter of target with the decreasing variable values 
is considered to be [1300  ، 950  ، 764  ، 259  ، 190  ، 40] knot in 
six different times. The altitude parameter of target with the 
increasing variable values is considered to be [2000  ،  3153، 
7000،10000  ، 15000، 19000] ft in six different times. The 
range and CPA parameters of target with the increasing 
variable values respectively are considered to be [15  ، 22  ، 36 
،78  ، 112  ، 140] nautical miles and [2  ، 5  ، 12  ، 15  ، 20  ، 35] feet 
in six different times. Also, weapon envelope is 150 km, 
visibility is 5mA, own support is 0 and the rest of the 

parameters are 0. The projection of combat environment used 
in the second of scenario is demonstrated in Fig. 24. 

 

 
Figure 24.  Projection of combat environment in the second scenario 

The figure of time variation of each of the four 
parameters (speed, altitude, range and CPA) is shown as 
follows. 
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Figure 25.  The time variation of the moving target speed 
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Figure 26.  The time variation of the moving target altitude 
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Figure 27.  The time variation of the moving target range 
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Figure 28.  The time variation of the moving target CPA 

The following figure shows the output of the fuzzy 
system threat assessment. 
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Figure 29.  The output of threat fuzzy model in second scenario 

By considering the amount of above, threat value 
decrease significantly because the speed parameter is 

decreased and three other parameters are increased. The final 
threat value in the second scenario is got 0.1164. It shows 
that the threat is very low. 

B.3 The Third Scenario 
In the third of scenario has been assumed that enemy 

target (Target3) the first be fared and then be closed to 
defended asset (Asset3). Every one of input parameters is 
varied as follow. The speed parameter of target with the 
increasing, decreasing and then increasing variable values is 
considered to be [250  ، 600  ، 764  ، 600  ، 890  ، 1150] knot in six 
different times. The altitude parameter of target with the 
increasing and then decreasing variable values is considered 
to be [3500  ، 8100، 15000  ،  12000 ،6000 ،1000] ft in six 
different times. The range and CPA parameters of target with 
the increasing and then decreasing variable values 
respectively are considered to be [15  ، 82  ، 166  ، 148  ، 122  ، 40] 
nautical miles and [160  ، 168  ، 190  ، 140  ، 90  ، 15] feet in six 
different times. Also, weapon envelope is 250 km, visibility 
is 5mA, own support is 0, maneuvers and fire is 1 and the 
rest of the parameters are 0. The projections of used in this 
scenario and the time variation of each of the four parameters 
are demonstrated in following figures. 

 

 
Figure 30.  Projection of combat environment in the third scenario 
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Figure 31.  The time variation of the moving target speed 
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Figure 32.  The time variation of the moving target altitude 
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Figure 33.  The time variation of the moving target range 
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Figure 34.  The time variation of the moving target CPA 

The following figure shows the output of the fuzzy 
system threat assessment. 
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Figure 35.  The output of threat fuzzy model in third scenario 

By considering the amount of above, threat value 
increase significantly because of the speed parameter is 
increased and then decreased and increased. Also, three other 
parameters are increased and decreased. The final threat 
value in the third scenario is got 0.8087. It shows that the 
threat is very high. 

B.4 The Four Scenario 
In the four of scenario has been assumed that enemy 

target (Target4) the first be closed and then be fared from the 
defended asset (Asset4). Every one of input parameters is 
varied as follow. The speed parameter of target with the 
increasing and then decreasing variable values is considered 
to be [150  ، 350  ، 700  ، 1100  ، 1050  ، 800] knot in six different 
times. The altitude parameter of target with the decreasing 
and then increasing variable values is considered to be 
[35000  ، 25100، 15200  ،  9000 ،13000 ،20000] ft in six 
different times. The range and CPA parameters of target with 
the decreasing and then increasing variable values 
respectively are considered to be [180  ، 160  ، 100  ، 40  ، 80 
،170] nautical miles and [110  ، 80  ، 40  ، 10  ، 25  ، 35] feet in six 
different times. Also, weapon envelope is 100 km, visibility 
is 10mA and the rest of the parameters are 1. The projections 
of used in this scenario and the time variation of each of the 
four parameters are demonstrated in following figures. 

 

 
Figure 36.  Projection of combat environment in the fourth scenario 
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Figure 37.  The time variation of the moving target speed 
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Figure 38.  The time variation of the moving target altitude 
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Figure 39.  The time variation of the moving target range 
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Figure 40.  The time variation of the moving target CPA 

The following figure shows the output of the fuzzy 
system threat assessment. 
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Figure 41.  The output of threat fuzzy model in fourth scenarios 

By considering the amount of above, threat value is 
averaged because of the speed parameter is increased and 
then decreased. Also, three other parameters are decreased 
and increased. The final threat value in the four scenarios is 
got 0.5483. It shows that the threat is medium. 

Conclusion 
In this paper, we have given a precise description of the 

threat evaluation process.  A literature review has been 
carried out regarding which parameters that have been 
suggested for threat value calculation throughout the 
literature, together with an overview of different algorithms 
that exist for threat evaluation. We have implemented a 
system for threat evaluation in an air defense environment. 
The underlying mechanism for threat evaluation in this 
system is a fuzzy logic. 

The fuzzy logic based multi objective decision making 
system is an excellent tool available to deploy a decision 
support system. It simplifies the task of human decision 
maker to a great deal. Each target has different threat value at 
different time. In this paper, threat rating of targets is 
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effectively estimated between 0 and 1 by using fuzzy 
inference system which is giving accurate result. 

The implemented threat evaluation system has been 
applied to a synthetic and time variant air defense scenario. 
Also, for the first time in this paper, eleven parameters are 
introduced for threat evaluation such as altitude, speed, 
range, CPA, weapon envelope, own support, visibility, 
maneuver, fire, target support and IFF as input in fuzzy 
inference system. With regard to most parameters improved 
accuracy of threat assessment. An analysis of the system’s 
threat value calculations shows that the proposed fuzzy 
model works well for statically moving targets in fixed time.  

The future work includes the design of fuzzy model is 
used to evaluate the threat of dynamically moving targets in 
real-time military applications. Another interesting task is to 
investigate if the system’s calculated threat values on 
realistic scenarios agree with human experts on air defense. 

The threat evaluation system can contribute significantly 
in the process of the improvement of situational awareness in 
peace and the battlefield scenarios in a network centric 
operation setup. This will add value to the battle space entity 
in a network centric platform operations with respect to the 
automated decision making support. Table IV is 
demonstrated the comparison of the results of four scenarios. 

TABLE IV.  THE FINAL THREAT VALUE IN FOUR SCENARIOS 

scenario Target Position Final Threat 
Value 

Output 
Type 

1 Target be closed to Asset 0.8391 Very High 
2 Target be fared the Asset 0.1164 Very Low 
3 Target be fared and then 

closed to Asset 
0.8087 Very High 

4 Target be closed and then 
fared the Asset 

0.5483 Medium 

 
In this paper, an analysis of the system’s performance as 

applied to multiple static and dynamic scenarios is presented. 
The simulation results in table 3 and 4 related to static targets 
are adapted with the results of table 5 related to dynamic 
targets in different scenarios. The results show the 
correctness, accuracy, reliability and minimum errors in the 
system is designed. 
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     Abstract—Performance of TCP is reduced over buffer-less 

optical burst switched (OBS) networks by misunderstanding of the 

congestion status in the network. In other words, when a burst 

drop occurs in the network and we cannot distinguish congestion 

and burst contention in the network, TCP wrongly decreases the 

congestion window size (cwnd) and causes significant reduction of 

the network performance. This paper employs the fuzzy logic to 

solve this problem. By using the fuzzy logic we provide a 

framework to distinguish whether the burst drop is due to the 

congestion or is due to the burst contention. The full approach, for 

detecting state of network, relies on Round-Trip-Time (RTT) 

measurement only. So, this is an end-to-end scheme which only end 

nodes are needed to cooperate.  Extensive simulative studies show 

that the proposed algorithm outperforms other TCP flavors such as 

TCP Vegas, TCP Sack and TCP Reno, in terms of throughput, 

packet delivery count and fairness. 
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I. INTRODUCTION 

esearchers have conducted tremendous amount of 

studies on TCP for customizing it to new networks [1-8]. 

These studies are categorized to three groups: Loss-based 

TCP (such as TCP Reno [5] and TCP Sack [6]), delay-based 

TCP (such as TCP Vegas [7] and Fast TCP [2,3]) and 

explicit notification-based TCP (such as XCP [8]). One of 

these new networks is optical burst switching (OBS) 

networks. OBS is a switching technique in context of 

wavelength division multiplexing (WDM) optical network to 

deal with large amount of Internet traffic [9]. In this 

network packets that arrived to the edge nodes are 

aggregated to bursts and these bursts are sent through the 

optical backbone. It means that we have two kinds of nodes 

in the networks, i.e. edge nodes and core nodes. Edge nodes 

assemble arrived packets to make burst and disassemble 

received bursts. Ingress nodes assemble packets to burst 

and egress nodes disassemble bursts to packets. Core nodes 

forward bursts in the optical network. 

In OBS networks before sending bursts, edge node sends a 

control packet to reserve resources in the core nodes, in a 

process called burst reservation. This control packet is sent 

over an out-of-band channel. The control packets contain 

information about the burst such as the burst length and 

offset time. Offset time is the delay time between sending 

control packet and its corresponded burst [10]. Bandwidth 

in a fiber channel is enough to carry a large amount of 

traffic. Because of that in OBS network a fiber link is 

divided to several distinct channels to carry burst 

separately, this is called wavelength division multiplexing 

(WDM).  

One of the main problems in OBS networks is burst 

contention. It means there is a probability that bursts have 

contention in the network, and it causes burst drops. 

Naturally, TCP may misinterpret source of this burst drop 

and wrongly suppose that it is due to the congestion.  

Finding a solution to separate burst drop caused by 

congestion and burst drop caused by contention is an 

important consideration in OBS networks. One of the 

solutions to cope with the TCP false congestion detection 

problem is explicit signaling from the OBS layer to the TCP 

R 
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layer that is proposed in [11]. But this approach has some 

shortcomings. Generating explicit signal for every random 

burst contention increases network overhead, so 

performance of the network is decreased. Other approaches 

to solve false congestion detection problem in OBS networks 

include burst retransmission and deflection scheme at the 

OBS layers [12-14]. By using this scheme we can hide some 

of the bursts loss events from the upper TCP layer, 

therefore we reduce chance of false congestion detection 

problem in the network. With burst retransmission or 

deflection, contented bursts are retransmitted at the edge 

nodes or can be deflected to alternative routes, respectively. 

If deflection routing is enabled in the network, we have to 

use optical buffers in the networks and this is the drawback 

of the scheme.  A threshold-based TCP Vegas is proposed in 

[15]. This scheme adjusts size of congestion window based 

on round trip times (RTTs) of packets received at TCP 

senders. If the number of RTTs that are longer than 

minimum RTTs exceeds the threshold, it means congestion 

happens in the network, otherwise there is no congestion in 

the network. To prevent data loss during random 

contention in the optical core, coordinated burst cloning and 

forward segment redundancy has been proposed in [9]. In 

this scheme, redundant segments are appended to each 

burst at the edge nodes and redundant burst segmentation 

(RBS) is implemented in the cores, so that when a 

contention occurs, primarily redundant data is dropped. 

The drawback of this scheme is appending redundant to the 

bursts increase overhead of the network. A study about 

impact of TCP synchronization of capacity dimensioning of 

Optical Burst Switched links has been done in [16]. When a 

burst with segment from different TCP flow is discarded, 

the synchronization of TCP flows appears and it causes all 

TCP flows reduce transmission rate at the same time. This 

paper analyzes the bandwidth capacity that needs to be 

provisioned in OBS links transporting synchronized flows 

when compared to a non-synchronized scenario. Three 

different variants of TCP that are TCP Tahoe, TCP Reno 

and TCP New Reno have been studied in [17]. This paper 

represents throughput results from an experimental study 

of TCP source variants, Tahoe, Reno and New Reno. In this 

paper, throughput of each variant is measured by 

considering the network parameters such as, bandwidth, 

packet size and congestion window size. The influence of 

number of burstifiers on TCP performance for an OBS 

network has been investigated in [18]. This paper shows by 

increasing number of burst assemblers, TCP goodput grows 

Effects of several flow-aware and flow-unaware 

mechanisms have been studied in [19]. This paper shows 

using these mechanisms improve TCP fairness over OBS 

networks. In [20] a mechanism for dealing with multicast 

routing overhead for TCP over Optical Burst Switching 

networks has been studied. This scheme is based on 

specialized nodes in All-Optical Networks (AONs) called as 

Virtual Source (VS) nodes. The goal of this mechanism is 

increasing the capabilities of virtual source nodes in order 

to reduce number of failed requests, thus reducing number 

of bursts retransmission required. The interworking 

between different access network and an Optical Burst 

Switched network is considered in [21] that presents the 

influence of assembly timeout in different access contexts. 

There are some other modifications in [22-30]. 

In this paper we propose a fuzzy-based scheme to 

distinguish cause of the burst drop in the OBS network. We 

consider two fuzzy sets i.e. congestion drops set and 

contention drops set. When a burst drop happens in the 

network, we measure RTTs of the flow packets and then 

compare them with the minimum RTT (BaseRTT) seen by 

the flow. We propose a fuzzy membership function that 

employs RTT and BaseRTT of the flow to represent the 

degree of belonging of the burst drop to congestion drops set 

and contention drops set. Extensive simulation studies 

show that the proposed method outperforms other TCPs 

such as TCP Vegas, TCP Sack and TCP Reno, in terms of 

throughput, Packet Delivery Count (PDC) and fairness.  

The rest of paper is organized as follows. Section 2 

describes TCP Vegas as background for the research. 

Section 3 presents the fuzzy logic and the proposed scheme. 

Packet level simulation results come in section 4 and finally 

concluding remarks are given in section 5. 

II. TCP VEGAS 

The proposed scheme could be implemented in OBS 

networks that are running under TCP Vegas for improving 
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throughput in these networks. In this section we are going 

to explain background information about TCP Vegas. 

 

A. TCP Vegas 

The proposed scheme is for OBS networks that running 

under TCP Vegas protocol, so we need to investigate Vegas 

as a background to the new scheme. For estimating 

available bandwidth and congestion status in the network 

TCP Vegas [7,31,32]  measures the RTT of each packet  in 

the network. For better understanding of Vegas, we 

compare Vegas and Reno. TCP Vegas and TCP Reno are 

different in the slow start, congestion avoidance and 

retransmission phase. 

The first phase that we are going to compare is congestion 

avoidance. In TCP Reno each packet loss indicates 

congestion in the network. It means before a packet loss, 

TCP Reno cannot detect congestion in the network and for 

congestion detection, TCP Reno has to wait for a packet to 

drop. On the other hand, in TCP Vegas we have estimated 

and measured throughput in a specific time window. For 

detecting congestion in the network, TCP Vegas compares 

these two throughputs. For determining expected 

throughput, TCP Vegas measures minimum RTT, which is 

primarily equaled propagation delay and the queuing delay, 

then expected throughput could be calculated by the 

following equation: 

         
    

       
 

(1) 

In this equation cwnd is the current congestion window 

size. After calculating expected throughput, it is time for 

actual throughput because we need both expected and 

actual throughput in TCP Vegas for detecting congestion in 

the network. For calculating actual throughput, TCP Vegas 

needs recent RTTS. Actual throughput is calculated by 

using the following equation: 

       
    

   
 

(2) 

 

Then Vegas compares expected and actual throughput and 

calculates difference between these two quantities (denoted 

as Diff): 

Diff = Expected – Actual= (
    

       
 - 

    

   
) BaseRTT= 

cwnd (1 - 
        

   
). 

(3) 

This non-negative value (Diff) is used to adjust next cwnd 

size. In Vegas we have two threshold values, denoted as α 

and β for changing next size of cwnd. TCP Vegas uses these 

two thresholds and next congestion window is set as follow: 

      {

                       
                           

     –                      

 

(4) 

When actual throughput is much smaller than expected, it 

means network may be congested and we must decrease 

flow rate. On the other hand, when the actual throughput is 

close to expected, it means available bandwidth in the 

network is not used efficiently and we must increase flow 

rate [15]. 

This behavior is source of a problem in the optical switching 

network. Sometimes in the network actual and expected 

throughput are close, and a burst contention happens in the 

network, in this case Vegas assumes this contention as 

congestion  and starts decreasing its flow rate instead of its 

increasing.  

After congestion avoidance phase we want to investigate 

slow-start phase in both protocols. TCP Vegas and TCP 

Reno are different in slow-start phase. In TCP Reno cwnd is 

increased by one when an acknowledgement is received 

successfully for a packet. In TCP Reno cwnd is doubled in 

each RTT. This procedure continues until a packet loss 

occurs, or exceeding receiver’s set cwnd or initial threshold. 

This method has some downsides. One of them is setting 

the value of initial threshold. If it is set small, TCP Reno 

stops increasing cwnd early and it causes low throughput. 

If the threshold is set too large, TCP Reno continues 

increasing cwnd for a long time and it leads to exhausting 

available bandwidth and more packet loss. In the slow-

start, TCP Vegas increases cwnd every other RTT, when 

the cwnd reaches slow-start threshold, Vegas exits slow-

start. For making valid comparison between actual and 

expected throughput in the network, cwnd stays fixed 

during two consecutive RTT [15]. 

The last phase to compare between Vegas and Reno is 

packet retransmission. In this phase like two other phases 

TCP Vegas and TCP Reno are completely different. TCP 

Reno enters to retransmission phase, when a timeout 

happens. It means before happening a timeout TCP Reno 

continues in loss free phase and after happening a timeout, 
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TCP Reno exits loss free phase and enters retransmission 

phase. The procedure for TCP Vegas is different. In two 

situations TCP Vegas enters retransmission phase. When a 

sender in TCP Vegas receives acknowledgement (ACK), 

calculates and records the estimated RTTs using current 

time and the timestamps recorded for the associated 

packet. Now when a duplicated ACK is received, if the 

current time is greater than the associated timestamp, for 

that packet TCP Vegas retransmits the packet. After 

retransmission, when an ACK is received, and it is first or 

second one after retransmission, Vegas checks passed time 

and if it is larger than timeout, retransmits the packet [14]. 

Fig.1 shows the diagram for TCP Vegas. In Fig.1 A-B is 

slow-start phase, B-C is transition phase. In the transition 

phase TCP Vegas goes to loss-free phase from slow-start 

phase. C-D is loss-free phase and if a packet loss happens, 

TCP Vegas enters the last phase. 

III. FUZZY VEGAS OVER OBS 

This section explains fuzzy logic and then brings the 

proposed fuzzy-based congestion control in the optical burst 

switching networks.  

A. Fuzzy Logic 

Fuzzy logic is a superset of Boolean logic that it was first 

introduced by L.Zadeh in the 1960s to handle the concept of 

partial truth. By using Fuzzy logic we can model the 

uncertain systems. One of the most important elements of 

the Fuzzy system is fuzzifier (toward fuzzy sets). The duty 

of the fuzzifier is mapping discrete (also called crisp) input 

data into proper values in the fuzzy logic system. This 

mapping is done by membership function (fuzzy sets). 

Fuzzy sets provide a transition from false to true (0 to 1). 

Mathematically, a membership function associates each 

element of μX(x) in the universe of discource U with a 

number in the interval [0,1] as shown in  equation (5): 

μX : U → [0, 1] (5) 

So, a fuzzifier maps discrete input data X∈U, into a fuzzy set 

X∈U, and μX(x) gives the degree of membership of x to the 

fuzzy set X [35]. 

Fuzzy logic is based on the theory of fuzzy sets, where an 

object’s membership of a set is gradual rather than just 

member or not a member. Fuzzy logic uses the whole 

interval of real numbers between zero (False) and one 

(True) to develop logic as a basis for rules of inference. 

Particularly the fuzzyfield version of the variables enables 

computers to make decisions using fuzzy reasoning rather 

than exact [33]. 

Fuzzy sets are indeed an extension of the classical sets in 

which only full membership or no membership exist. Fuzzy 

sets, allows partial membership which 1 denotes full 

membership and 0 denotes no membership, The numbers 

from 0 to 1 specifies the membership degree [35]. 

In fuzzy logic we need to establish a membership function 

(membership degree). One of the most important challenges 

is to find a proper membership function by using the fuzzy 

set theory. Therefore the mathematical model of fuzzy 

should be established. The numbers from 0 to 1 specifies 

the membership degree [33].  

In our scheme membership function is established by using 

RTT and BaseRTT, as will be explained later. Here number 

1 represents that the network is not heavily congested and 

0 shows there is heavy traffic in the network.  

After Fuzzy sets, we need fuzzy rules and fuzzy reasoning. 

It means after establishing membership function we need 

some rules to operate our system. The amount of the rules 

depends on the system that we are working on it and these 

rules specify that the obtained numbers from fuzzy 

membership go to which one of the domains [35]. In our 

system we need 3 domains (congested, Normal and empty) 

so, we need 3 rules, as will be explained later. 

B. Fuzzy Vegas over OBS Networks 

A network system is a large complex system and there are a 

lot of parameters in it. We cannot predict behavior of this 

large system and it has time varying and chaotic one. 

Besides, TCP face with an important problem when runs 

over the OBS networks, since it was not designed in OBS 

networks, rather TCP was designed to work in wired 

networks where a packet loss can safely be associated to 

network congestion, so TCP assumes congestion is the 

cause of any loss in the network and responds to it by 

slowing down its sending rate [15]. In OBS network we 

have jointly the congestion and the contention problems 

which both of them can lead to the packet drop event. 

Contention drops may lead TCP to long period of inactivity 
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due to its backoff mechanism and it causes the TCP end-to-

end throughput will be impaired. We can solve this problem 

by finding the real cause of every loss. By existing 

congestion and contention in the network, belonging each 

packet loss to one of them and the need to separate these 

two situations it means there is an inherent fuzziness and a 

partial truth in the core of the network. Hence, when a 

packet is dropped in the OBS network, we need to 

distinguish cause of the drop to prevent network from the 

false congestion detection. When the traditional congestion 

control system has some shortages and cannot work 

properly in OBS networks, we need to make some changes 

in the structure of it; for making new congestion control 

system we need a framework that can work in this 

indefinite circumstance, because we do not know packet 

loss belongs to the congestion or contention and we cannot 

model the system completely. Fuzzy logic that is commonly 

known as Computational Intelligence can be viewed as 

alternative way of designing a new congestion control 

system when it is convenient and effective to build a control 

algorithm considering OBS networks function. Fuzzy logic 

can be viewed as a solution of designing feedback 

controllers in circumstances where rigorous control 

theoretic approaches cannot be used due to difficulties in 

obtaining formal analytical model while at the same time 

some intuitive understanding of process is available. 

Besides these problems, in the former methods networks 

rely on messages notifications which they receive from the 

intermediate nodes to detect congestion or link failures. The 

main downside of this problem is depending on the lower 

layer of the protocols to carry the messages. It needs 

changing the intermediate nodes of the networks. But when 

we use and end-to-end approaches, there is no need to 

change the intermediate nodes and cooperating of them. By 

using Fuzzy method we can deploy an end-to-end approach 

that has less overhead comparing other schemes. The key 

idea of our scheme is to monitor the network and record 

useful data and infer the current state of the network. 

Round Trip Time (RTT) and BaseRTT are used as 

indicators of internal state of the network. The rationale 

here is that BaseRTT is always smaller than RTT, so we 

can use them to build a membership function. 

 This section aims to develop a fuzzy logic-based solution for 

this problem. The first step to develop a fuzzy-based 

solution is to define fuzzy sets and its membership function. 

Here, we consider two fuzzy sets i.e congestion drops set 

and contention drops set. Hence, we need a membership 

function that can draw a border between these two sets and 

can give the degree of belonging of a burst drop to 

congestion drops set or contention drops set. To outline 

such membership function we consider this fact that when 

a network faces with the congestion, their flows experience 

an increasing RTT. Obviously, larger RTT refers to more 

intense congestion, hence we can use ratio of BaseRTT to 

RTT as a congestion measure in the network. As shown in 

equation (6) this ratio is called congestion indicator (CI) and 

is used as a fuzzy membership function in the current 

problem. 

   
       

   
 

(6)                                   

 

Since BaseRTT is always smaller than RTT then we have 

      . When CI approaches to 0 it means the network 

is fully congested and in the opposite side a CI approaching 

to 1 is representing a network with no congestion delay. 

Other values of CI between 0 and 1 stand for a fuzzy 

network status which is congested only partially.  

Now, we employ fuzzy logic to give an improved version of 

Vegas, called Fuzzy Vegas, for the OBS network. 

Remember the main goal of this research is differentiating 

the congestion drops from the contention drops in the OBS 

networks. Clearly CI is the index that can help us in this 

path. We define two thresholds (minimum threshold or 

minth and maximum threshold or maxth) over CI to define 

three states for the network: congested, normal and empty. 

Equation (7) shows these three possible situations of the 

network: 

 

{

                                                                                                           
                                                                                                          
                                                                                                          

 

 

 

     As we know, TCP Vegas records always RTT and 

BaseRTT and hence can compute CI easily. When a burst 

drop occurs, TCP Vegas sees its CI and uses Fig. 2 

procedure to estimate the network status. When 

maxth<CI≤1, it means RTT is close to BaseRTT and the 
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burst drop in this situation is more likely caused by the 

burst contention. When 0≤CI<minth it means the burst drop 

in this situation is more likely caused by congestion and 

hence the congestion window size must be decreased. When 

minth≤CI≤maxth happening burst drop can be caused by 

either congestion or contention, but network is not 

congested, so we continue to keep cwnd fixed. Hence, the 

congestion windows size can be updated according to Fig. 2 

in the OBS network. 

It is clear that this algorithm is high-sensitive to its 

thresholds values. In next section we examine different 

values for these thresholds to find the best ones.  

IV. PACKET LEVEL SIMULATION RESULTS 

In order to study performance of the proposed model, we 

implement Fuzzy Vegas by making some modifications over 

TCP Vegas module of ns-2 software package and 

incorporate modules required to implement OBS. In this 

simulation, we use the network topology shown in Fig. 3 in 

which there are 16 edge nodes and 3 core nodes. In this 

network each edge node is connected to the core nodes with 

a 1ms propagation delay. These links use 100 wavelength 

channels for transferring data and data rate of each 

channel is 1Mbps it means each edge node is connected to 

the core node with a 100Mbps optical link and each link 

consists 8 wavelength channels for transferring control 

packets. The link between core nodes consists 100 

wavelength channels and data rate of each channel is 

100Mbps it means core nodes are connected to each other 

with 10Gbps bandwidth and the links have 8 wavelength 

channels for transferring control packets.  Data rate of each 

wavelength channel is 1Mbps. We use mixed time/length 

based burst assembly algorithm. The burst timeout is 5 ms 

and the maximum burst size is 50 Kb. The control header 

processing time is set to 1µs and the offset time is 20 ms. 

The contention probability varies in the range of [10-5, 10-2] 

and the simulation time is set to 1000.  

A.  Impact of minth and maxth on Fuzzy Vegas 
Performance 

Obviously, the values of minth and maxth have considerable 

effects on the network performance. In this section, we 

examine the network performance under different values of 

minth and maxth to find those thresholds that exhibit the 

best performance. To this end we simulated the network 

with more than thirty different minimum and maximum 

thresholds. To keep in summary, we bring here only the 

simulation results of the following cases: 

Case 1: minth =0.3 and maxth =0.5 

Case 2: minth =0.3 and maxth =0.6 

Case 3: minth =0.3 and maxth =0.7 

Case 4: minth =0.3 and maxth =0.8 

Case 5: minth =0.3 and maxth =0.9 

Fig. 4 shows the throughputs for each thresholds set. This 

figure shows that the values of thresholds have a great 

effect on the performance of Fuzzy Vegas. As can be found 

in this figure, the best results are achieved for minth=0.3 

and maxth=0.5. Hence, we accept these values for Fuzzy 

Vegas' thresholds in following simulations.  

B.  Fuzzy Vegas Performance 

In this section we study Fuzzy Vegas performance in 

comparison with other TCP implementations. For this 

purpose we consider again the OBS network of Fig. 3 and 

simulate it once under Fuzzy Vegas (minth=0.3 and 

maxth=0.5) and then under TCP Vegas, TCP Reno and TCP 

Sack to compare their performance in terms of throughput, 

PDC, Fairness and Packet Loss Ratio (PLR). Figure 5 

shows throughput of various algorithms. According to this 

figure, Fuzzy Vegas is much better than other TCP flavors. 

For example, when the contention probability is 10-5, Fuzzy 

Vegas’ throughput is about 100% higher than conventional 

Vegas, 180% higher than TCP Reno and 700% higher than 

TCP Sack. 

Packet Delivery Count (PDC) is the other important 

parameter that has to be analyzed in the OBS network. 

Figure 6 shows PDC of Fuzzy Vegas and other TCP 

implementations. This figure shows that Fuzzy Vegas can 

deliver more packets in compare with other algorithms. 

Since Fuzzy Vegas can estimate more accurately the 

network status, hence its congestion control mechanism 

leads to improved performance in compare to other TCP 

implementations.  

As we know, fairness is an important feature for evaluating 

of any congestion control schemes. To measure fairness, we 

use Jain fairness index which is defined as in equation (8): 
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  ∑  
 

 

   

 

(8) 

Where n is the number of competing flows and Bi is the 

throughput of the ith flow.  

Fig. 7 shows fairness of Fuzzy Vegas and other TCP 

implementations. Results show that fairness of Fuzzy 

Vegas is better than other TCP implementations.  

 

And finally, Packet Loss Ratio (PLR) is another important 

feature which is given in Fig. 8.  

 

According to this figure we can find out that the lowest PLR 

is for conventional Vegas and next position is for Sack, 

Reno and then Fuzzy Vegas respectively.  

When destination nodes in the Fuzzy Vegas receive more 

than twice packets compared by conventional Vegas, there 

is a big chance that PLR for the Fuzzy Vegas is really worse 

than Vegas, but Fig. 8 shows that the difference is a small 

number and considering the Fuzzy Vegas throughput, this 

PLR is acceptable. 

V. CONCLUSION 

False congestion detection in the OBS networks is a 

conventional problem. In this paper we proposed a Fuzzy-

based solution that can differentiate the congestion drops 

from contention drops. For this purpose we employed a 

membership function that uses both RTT and BaseRTT to 

estimate the network congestion level. Simulation results 

in ns-2 environment showed that using fuzzy logic to 

control congestion in OBS network improves performance of 

the network. 
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Fig. 1. TCP Vegas different phases [15] 
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Fig. 1. 

 

 

 

 

 

 

Fig. 2. The flowchart for the fuzzy-based TCP Vegas congestion control algorithm 
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Fig. 3. The network topology adopted in the simulation 
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Fig. 4. Throughput comparison of Fuzzy Vegas with different thresholds 
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Fig. 5. Throughput comparison of TCP implementations and Fuzzy Vegas 
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6. Comparison of the Packet Delivery Count between TCP implementations and Fuzzy Vegas 
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Fig. 7. Comparison of the fairness between TCP implementations and Fuzzy Vegas 
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Abstract 
Image fusion based on the Fourier and wavelet transform 
methods retain rich multispectral details but less spatial 
details from source images. Wavelets perform well only at 
linear features but not at non linear discontinuities because 
they do not use the geometric properties of structures. 
Curvelet transforms overcome such difficulties in feature 
representation. A novel fusion rule via high pass modulation 
using Local Magnitude Ratio (LMR) in Fast Discrete 
Curvelet Transforms (FDCT) domain and Discrete wavelet 
transforms (DWT) is defined. For experimental study of this 
method Indian Remote Sensing (IRS) Geo satellite images are 
used for Pan and MS images. This fusion rule generates HR 
multispectral image at high spatial resolution. This method is 
quantitatively compared with Wavelet, Principal component 
analysis (PCA) fusion methods. Proposed method spatially 
outperforms the other methods and retains rich multispectral 
details. 
 
Key words: 
Image Fusion, Fast Discrete Curvelet Transforms, Discrete 
wavelet transforms, Local Magnitude Ratio (LMR) 
 

I. INTRODUCTION 
 

Image fusion integrates the multisensor data to create 
a fused image containing high spatial, spectral and 
radiometric resolutions. In remote sensing, image fusion is 
most valuable technique for utilization of multisensor, 
multispectral at various resolutions of earth observation 
satellites [6]. Spatial resolution plays a vital role to 
delineate the objects in the remote sensing image. It is 
easy to interpret the features with high spatial resolution 
[12] image with multispectral information than the single 
high resolution Pan image. Image fusion enhances the 
spatial, spectral and radiometric [7] resolutions of images. 
Fast Fourier and wavelet transform based image fusion 
methods retain better spectral characteristics but represent 
poor spatial details in fused images. 
 

A. Problem statement 
Sparse representation of signals is now possible 

utilizing many different Greedy approaches including  
 

Matching Pursuit, Orthogonal Matching Pursuit. These 
techniques are used to represent signals with the fewest 
number of non-zero coefficients. Principal Component 
Analysis is one of the powerful state-of-the-art image 
fusion approaches in terms of visual inspection and 
quantitative evaluation metrics. This fusion is carried out 
by integrating the principal components of images to be 
fused. PCA is one of the special domain fusion approach. 
DWT is one of the transform domain fusion approach. In 
DWT cost of computing is high and takes long 
compression time. Both PCA and Sparse fusion have 
specific advantages and disadvantages. PCA fusion will 
enhance the spatial quality but have dense nonzero entries 
that might represent uninformative features. Sparse fusion 
preserves important information but high spatial resolution 
is lacking. An algorithm which utilizes the advantages of 
both PCA and Sparse representation for fusing common 
and innovative features of the captured images is 
proposed. This algorithm also overcomes the 
disadvantages of both PCA and Sparse representation. The 
effectiveness of proposed method by comparing its results 
with PCA and Sparse Fusion is demonstrated. 

II. RELATED WORK 

Image Fusion is used extensively in image processing 
systems. Various Image Fusion methods have been 
proposed in the literature to reduce blurring effects. Image 
fusion enhances the quality of image by removing the 
noise and the blurriness of the image. Image fusion takes 
place at three different levels i.e. pixel, feature and 
decision. Its methods can be broadly classified into two 
that is special domain fusion and transform domain fusion. 
Averaging, Brovery method, Principal Component 
Analysis (PCA), based methods are special domain 
methods. But special domain methods produce special 
distortion in the fused image .This problem can be solved 
by transform domain approach. The multi-resolution 
analysis has become a very useful tool for analyzing 
images.  
 
A brief summary of the literature is given below:  
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H. Yin, S. Li, (2011) [3] proposes a novel multimodal 
image fusion scheme based on the joint sparsity model 
which is derived from the distributed compressed sensing. 
First, the source images are jointly sparsely represented as 
common and innovation components using an over-
complete dictionary. Second, the common and innovations 
sparse coefficients are combined as the jointly sparse 
coefficients of the fused image. Finally, the fused result is 
reconstructed from the obtained sparse coefficients. 
Furthermore, the proposed method is compared with some 
popular image fusion methods, such as multi scale 
transform-based methods and simultaneous orthogonal 
matching pursuit-based method. The experimental results 
demonstrate the effectiveness of the proposed method in 
terms of visual effect and quantitative fusion evaluation 
indexes. 
O, R et al. (1997) [4] has discussed a novel approach for 
the fusion of spatially registered images and image 
sequences. The fusion method incorporates a shift 
invariant extension of the discrete wavelet transform, 
which yields an over complete signal representation. The 
advantage of the proposed method is the improved 
temporal stability and consistency of the fused sequence 
compared to other existing fusion methods. Information 
theoretic quality measure based on mutual information to 
quantify the stability and consistency of the fused image 
sequence is introduced. 
Li, H et al. (1995) [5] has discussed that here, the wavelet 
transforms of the input images are appropriately 
combined, and the new image is obtained by taking the 
inverse wavelet transform of the fused wavelet 
coefficients. An area-based maximum selection rule and a 
consistency verification step are used for feature selection. 
A performance measure using specially generated test 
images is also suggested. 
 

III. METHODOLOGY 
 

Objective of this paper is to develop a method, 
which retains better characteristics of both spatial and 
spectral qualities of source images. Wavelet transforms do 
not represent the curved objects as in HR Pan image. 
Curvelet transforms overcome such difficulties of wavelet. 
Over a period, curvelet transforms are evolved in two 
generations, such as first generation curvelet transforms 
and second generation curvelet transforms named as Fast 
Discrete Curvelet transforms (FDCT). First generation 
Curvelet transforms computational complexity is more to 
compute the curvelet coefficients [2]. To overcome these 
difficulties Emmanuel J.Candes [1] developed FDCT. 
FDCT represents linear-edges and curves accurately than 
any other mathematical transforms. 
DWT is any wavelet transform for which wavelets are 
discretely sampled. Key advantage of this is it captures 

both frequency and location information at a time. Here 
we are using ‘Haar’ wavelets. This is used to pair up input 
values, storing the difference and passing the sum. This 
process is repeated recursively, pairing up the sums to 
provide the next scale, which leads to 2n-1 differences and 
a final sum[14]. 
Lastly the output images of both FDCT and DWT are 
combined to get a final output image which has better 
spectral and spatial resolutions than other transforms to 
which compared here. 
 
A. FDCT 

The curvelet coefficients are obtained by using 
the Plancherel’s theorem for  , 

=(f, )=  dx= d  
Where  is the curvelet coefficients at scale j and in the 
direction l at location k. 
The low frequency (coarse scale) coefficients are shown at 
the center of the display in Fig. 1. The cartesian concentric 
corona show the coefficients at different scales. The outer 
corona corresponds to high frequencies. There are four 
strips associated to each corona in north, south, east and 
west direction, these are further subdivided in angular 
panels. Each panel represents coefficients at a specified 
scale and orientation suggested by the position of the 
panel.   

 
Fig.1 Curvelet coefficents at scale j=0 and at scale j=1, 2 in multiple 

directions 
 
B. LMR 

In a directional sub-band, bigger curvelet 
coefficients of HR Pan image and LR multispectral image 
represent sharp local feature [11]. In this paper, we define 
a Local Magnitude Ratio (LMR) to inject high frequency 
details of the local image feature into the fused image. 
LMR is defined as follows.Let us suppose that cj,l(M) , 
cj,l(P) are the sub-band curvelet coefficients at scale j in a 
direction l of the multispectral band M and panchromatic 
image P at higher frequencies respectively. 
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                 (x, y) =             (1) 

Where (x, y) is the sub-band curvelet coefficients at 
scale j in direction l at location (x, y). 
If (x, y) ≤ 1 then cj,l(P(x, y)) represents good local 
feature. If (x, y) > 1 then cj,l(M(x, y)) represents 
good local feature. Fusion rule to inject high spatial details 
from HR panchromatic image into LR multispectral image 
bands is defined using LMR of curvelet coefficients in the 
directional high frequency sub-bands. 
 
C. Image fusion algorithm using FDCT 

Spatial resolution ratio between HR Pan image 
and LR multispectral image is 2. Input images size must 
be power of 2 for coherent multi resolution decomposition 
in FDCT domain. To obtain HR multispectral image, high 
frequency details are injected into each LR multispectral 
band in FDCT domain. The fusion rule based on the LMR 
in FDCT domain is defined as follows. 

  
1) LR multispectral image is resampled to the scale of HR 
Pan image in image co registration. i.e., both the images 
must be at identical geometry and of same size. 
2) The multispectral data in Green, Red and near infrared 
bands are extracted band wise. 
3) Apply fast discrete curvelet transform (FDCT) to 
multispectral band M and Panchromatic image P. The 
input images are decomposed into four levels in multiple 
directions. Number of directions depends on the image 
size and decomposition levels. 
             LMS = {c3,l(M), c2,l(M), c1,l(M), a0(M)} 
             HPan = {c3,l(P), c2,l(P), c1,l(P), a0(P)} 
where LMS is the set of curvelet coefficients for low 
resolution multispectral band, where HPan is the set of 
curvelet coefficients for high resolution panchromatic 
image and a0(M) is the coarser scale coefficients of the 
multispectral band M, similarly a0(P) for the 
panchromatic image P. 
4) Fusion rule 1 is defined for the curvelet coefficients at 
lower frequencies (coarser scale coefficients). Construct 
coarser scale coefficients for fused image F from LR 
multispectral band M such that a0(F) = a0(M) 
5) Fusion rule 2 is defined for the curvelet coefficients at 
higher frequencies based on high pass modulation. 
Construct the multidirectional multiresolution curvelet 
coefficients cj,l(F) by using Equation for fused image. 
6) Construct the set of curvelet planes for fused image as 
             HFus = {c3,l(F), c2,l(F), c1,l(F), a0(F)} 
and apply the Inverse Fast Discrete Curvelet Transforms 
(IFDCT). 
7) Apply steps (3) to (6) for each multispectral band.  
8) Combination of three resultant fused bands provide the 
HR multispectral fused image. 

 

 
 

(F(x, y)) = 

(2)                                

 
D.DWT 

The basic idea of DWT for one-dimensional 
signals is briefly described. A signal is split into two parts, 
usually the high frequency and the low frequency part. 
This splitting is called decomposition. The edge 
components of the signal are largely confined to the high 
frequencies part. The signal is passed through a series of 
high pass filters to analyze the high frequencies, and it is 
passed through a series of low pass filters to analyze the 
low frequencies. Filters of different cutoff frequencies are 
used to analyze the signal at different resolutions. Let us 
suppose that x[n] is the original signal, spanning a 
frequency band of 0 to π rad/s. The original signal x[n] is 
first passed through a halfband highpass filter g[n] and a 
lowpass filter h[n]. After the filtering, half of the samples 
can be eliminated according to the Nyquist’s rule, since 
the signal now has the highest frequency of π/2 radians 
instead of π. The signal can therefore be subsampled by 2, 
simply by discarding every second sample. This 
constitutes one level of decomposition. 
The above procedure can be repeated for further 
decomposition. The outputs of the highpass and lowpass 
filters are called DWT coefficients and by these DWT 
coefficients the original image can be reconstructed. The 
reconstructed process is called the Inverse Discrete 
Wavelet Transform (IDWT). The above procedure is 
followed in reverse order for the reconstruction. The 
signals at every level are upsampled by two, passed 
through the synthesis filters g’[n], and h’[n] (highpass and 
lowpass, respectively), and then added. The analysis and 
synthesis filters are identical to each other, except for a 
time reversal.Here we use Haar wavelet filters. 
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An image can be decomposed into a pyramidal structure, 
which is shown in Figure 2, with various band 
information: low-low frequency band LL, low-high 
frequency band LH, high-low frequency band HL, 
highhigh frequency band HH.[13]. 
Finally both the output images got after applying FDCT 
and DWT transforms are combined to get a more quality 
image output. 
 
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

 
Geo satellite images are used for Pan and MS 

images. For clear visualization, subset images of the fused 
images of different techniques are shown in Figure 2. 
Figure 2(a) is the original HR Pan image and Figure 2(b) 
is the resampled LR multispectral image. Figure 2(c) is the 
HR multispectral image obtained by fusion rule based on      
FDCT. Quality of the fused images is evaluated with both 
spatial and spectral quality measures. 

 

                    
 Fig (2a)                                         Fig (2b)                                                        

 

                                         
                              Fig (2c)                                             
 

 
A. Spatial Quality Evaluation 
Each MS band in a fused image is compared to the HR 
Pan image for spatial quality evaluation. 
1) Entropy: 
 Entropy is a measure to directly conclude the 
performance of image fusion. The Entropy can show the 
average information included in the image and reflect the 
detail information of the fused image. Commonly, the 
greater the entropy of the fused image is, the more 
abundant information included in it, and the greater the 
quality of the fusion. According to the information theory 
of Shannon, the entropy of image is defined as E = -

.Where E is the entropy of image and pi is 
the probability of i in the image , here pi is the frequency 

of pixel values from 0 to n in the image. We normalized 
the HR Pan data and LR MS data radiometric resolutions. 
Entropy values bandwise are shown in Table I. 

 
Table I 

     Band       FDCT     Wavelet       PCA  

1 6.22 5.91 5.66 

2 6.78 6.55 6.81 

3 6.29 6.15 6.20 

Avg 6.43 6.21 6.23 

 
B. Spectral Quality Evaluation 
Resampled multispectral bands of sensor image and 
corresponding bands in the fused image are compared for 
spectral quality evaluation. 
1) Spectral Angle Mapper(SAM):  
Let v and ˆv be two vectors having l components of 
resampled  multispectral sensor band and the 
corresponding band in the fused image respectively. 
Spectral angle mapper (SAM) is the absolute value of the 
angle between the two vectors [2]. 

SAM(v, ) = )                                      

SAM is measured in either degrees or radians and is 
usually averaged over the whole image to yield a global 
measurement of spectral distortion. SAM values equal to 
zero denotes the absence of spectral distortion. Table II 
shows the SAM values for each fused band.   
   
                                           Table II 

     Band          FDCT      Wavelet         PCA  

1 0.04 0.07 0.06 

2 0.05 0.07 0.21 

3 0.03 0.06 0.11 

Avg 0.04 0.07 0.13 

 
 
 
 

V. CONCLUSION 
 

We have described new fusion improved method 
based on FDCT and DWT. Two fusion rules are defined, 
fusion rule 1 is for curvelet coefficients at lower 
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frequencies and fusion rule 2 in FDCT is for the curvelet 
coefficients at higher frequencies. Fusion rule 1 substitute 
the coarser scale coefficients of LR multispectral bands 
into the coarser scale coefficients of HR Pan image. 
Fusion rule 2 is based on the high pass modulation using 
Local Magnitude Ratio (LMR) of the curvelet coefficients 
in each orientation and scale. Bigger curvelet coefficients 
of HR Pan image and LR multispectral image represent 
sharp local feature. LMR directs the injection of high 
frequency details of the local image feature in HR Pan 
image into fused image. For experimental study of this 
method Indian Remote Sensing (IRS) Geo satellite images 
are used for Pan and MS images. This fusion rule 
generates HR multispectral image at 2.5m spatial 
resolution. This method is quantitatively compared with 
Wavelet, Principal component analysis (PCA) fusion 
methods. Proposed method spatially outperforms the other 
methods and retains rich multispectral details. 

 
As of now only FDCT domain is used for fusion. Work is 
going on for combining both the domains(FDCT-DWT) 
and obtain more good quality images and to find out more 
spatial and spectral quality measures. 
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Abstract – Information is an important part of any system. In the 
academic world, information is especially very important and 
essential. Students have to register for courses, take attendance, 
quizzes, and exams and as well as check their scores. Years after 
graduating from the school, students come back asking for 
transcript. It is therefore very important to handle students’ 
records in a way that is accessible, maintainable and secure. The 
manual method of cumulating and storing student record is often 
prone to various degrees of human error and is also unsecured 
making it exposed to unauthorized personnel. This paper 
presents the design and development of a biometric student 
record management that provides an interface between student 
and the institution to enable prompt checking of grades, as well 
as track their progress and efficiently record each student’s 
attendance for every lecture attended through the use of a 
biometric device. The methodology used in developing this 
system is the waterfall methodology and this was used because it 
is a one dimensional model, meaning it is very easy to implement 
and also the documentation is done at the beginning of the 
software development. During the course of this research, it was 
realized that developing a biometric student record management 
system was a herculean task. This system was given to random 
students to use and 90% of them loved the interactive nature of 
the system. A projection of record growth in relation to student 
population and system requirement was carried out in the study.  

Keywords – Fingerprint, Biometrics, Biometric Student Record 
Management System (BSRMS), Student Information Management 
System (SIMS), Grade Point Average (GPA), Students 

 

I. INTRODUCTION 

Student records are important and form a vital part of the 
education system of any institution [1]. These institutions are 
confronted with the burden of monitoring the achievement of 
individual students as well as show that all students are 
meeting the set standard for learning. The ability of an 
educational institution to ease this burden is affected by the 
institution’s access to students’ information which has to be 
accurate and relevant. A well-designed student record yields 
many benefits.  

Figures obtained from the National Center for Education 
Statistics suggests that the most important benefit of a well-
designed student record is its ability to report information 
about individual students, school programs and the institution 
as a whole to be used for decision making at all levels of 
management [2]. In the process of grading the students, the 
records might get lost or destroyed in case of a disaster [3]. 
Student record system plays a vital role in the overall 
functioning of the educational system, but more importantly it 
helps to enhance student growth and meet the needs of 
students. Student information system deals with all kind of 
information such as individual student details, student 
academic reports, institution details, course details and other 
resource related details too. It keeps track of all the details 
pertaining to a student from the first day to the last day of a 
course which can be used for all reporting purposes, tracking 
of attendance in class, progress in the course and final exam 
result. A well-designed student record system is one which 
involves the creation, storage, retrieval, maintenance of 
students’ records to ensure that the records are readily 
available to an educational institution [4]. However, in many 
institutions especially in Nigeria, the educational institutions 
still embrace the manual method of recording and managing 
students’ information which wastes time and is demanding. 

 

A. Why Fingerprint Biometrics? 

Fingerprints are considered to be the best and fastest method 
for biometric identification. They are secure to use and unique 
for every person. It has been proven over the years, through 
research that no two individuals have the same fingerprint [5]. 
Fingerprints have been used as a means to identify a person 
for a long time. Each finger print is made up of pattern of 
ridges and valley on the surface of a finger tip. Finger ridge 
configurations do not change throughout the life of an 
individual except due to accidents such as bruises, cuts on the 
fingertips or deliberately damaging the fingers [6]. When 
compared with other biometrics features such as retina, palm 
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or voice, fingerprint-based biometrics is the most proven and 
commonly used technique which accounts for its large market 
shares. Fingerprint biometrics are also faster, energy 
conservative and cheaper than other biometric techniques [7]. 
It is also affordable to scan and can be used in computers for a 
lot of applications [8]. 

Biometric systems have alot of benefits over the traditional 
systems. Firstly it is impossible to share and very hard to 
reproduce an individual biometric feature. Biometric systems 
also eliminates the need to remember and memorize long and 
random passwords or pins thereby enhancing user 
convenience. Biometrics systems also provides the same level 
of security to all users unlike passwords/pins and is repellent 
to brute force attacks. Moreover, biometrics is one of the few 
techniques that can be used to determine whether an individual 
is pretending to be someone else [9]. 

A biometric student record management system would provide 
the needed solution. It is a system developed to manage the 
records of each student using a biometric device as a way of 
enrolling each student. This system will also help in taking 
attendance of students and help in evaluating the attendance of 
students. Our scope emphasizes on three functionalities which 
are course management, course scheduling and grading.  

 

II. REVIEW OF CLOSELY RELATED WORKS 

In this section analysis of some closed related works on 
student record managemment and biometric attendance 
management system was carried out. This section discusses 
the most closely related, then provides a comparative analysis 
between the related works and our system. 

A. Cinfores Web Portal:  

This software is used in providing services such as 
information about an institution, various schools and 
faculties, departments; maintaining accounts; 
payments through an online portal and payments of 
records; email services and students exams. It is a 
web application that helps with student registration, 
academic course registration, students personal and 
academic records, academic result approval and 
CPGA check. [10] 

B. An attendance monitoring system:  

This system is used to track the attendance of 
employees. It was developed to be accurate, fast and 
very efficient way of tracking employees. It adopts 
fingerprint verification by using extraction of 
minutiae technique. A survey using this system 
showed that the fingerprint biometric identifier was 
found suitable for the employee attendance 
management system of the institution/organization. 
[11] 
 

C. Online Biometrics Class Attendance Management 
System:  

This software is used specifically by Covenant 
university to mark the attendance of students in class. 
Fingerprint biometrics is used for processing and 
managing the class attendance. The system is robust 
and using trial tests conducted on 60 students in 
Covenant University, it achieved an average of 
89.33% accuracy for first signing attempt. [5] 
 

D. Biometric-based Attendance System:  

This system is used to take attendance during lecture 
periods using fingerprint as biometric for LASU Epe 
Campus. It increases accuracy in attendace-taking, 
security and also efficiently calculates the attendance 
percentage. The attendance system makes use of a 
fingerprint identification system which compares the 
biometrics of students with every record in its 
database. [12]  

E. Web-based Student Academic Records Information 
System:  

This software was used for management and 
processing of data/information for every student in 
the school in a seamless and interactive manner. It 
solves the need of tracking students academic 
performance progress at each level as well as other 
managerial activities. The design of the system 
adopted a client/server technology. The client side 
was developed with Visual Basic.NET and the server 
side was designed with MYSQL. This system 
provides a 3 year performance analysis for students 
of a given programme. [10] 

F. Biometric Attendance Management System:  

This system uses wireless ZigBee technology. It has 
an attendance report that will be sent to the respective 
department HOD or class in-charge once in 15 days. 
Reports can also be sent to the parents e-mail id. 
Some also used RFID to track attendance of the 
students [13][14]. 

After scrupulous reviewing the aforementioned work, the 
similarity this system has with ours is: 

• It records the students’ data necessary for managerial 
activities and decision making. 

• The system is a single platform that was used for the 
management and processing of data/information for 
all students in an interactive and seamless manner. 
This system increases efficiency in the delivery of 
service. 

Some of the weaknesses that can be highlighted from this 
work include: 

• No means of taking the attendance of students which 
is a very important student record. 

• It doesn’t provide an extra means of security to 
protect its documents and shield unauthorized 
personnel from viewing them. 

The BSRMS would address these issues by: 
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• Taking the attendance of students and providing an 
analysis to view student performance in class. 

• Providing an extra means of security by using a 
biometric device to validate users logging on to the 
system. 

• Providing information that will be used for more than 
just normal data processing. These processed data 
will be used in supporting decision making which 
would be efficient in all managerial activities.  

• Allowing generation of the necessary academic 
documents. 

In conclusion, in order to address these issues, the following 
were done: 

• Interviewed different stakeholders including 
management staffs and students of Babcock 
University. 

• Reviewed other methods and systems used in 
collecting and managing student information which 
would help us gain an in-depth understanding of the 
system and its features and functionalities. 

• A one year academic result for 10 students per 
session was simulated for the department of 
Computer Science in Babcock University.  

 
III. METHODOLOGY 

The waterfall model of software development was adopted to 
achieve the design of this application within the specified time 
limits and constraints. It is a sequential design process, often 
used in the process of developing software in which each 
progress is viewed as flowing downwards like a waterfall [15].  
This is because it explicitly outlines each step and processes 
associated with developing an application. All system and user 
requirements are completed before the system design activity 
proceeds. 

System analysis tools such as interviews and on-site 
observation was adopted in obtaining detailed facts about the 
current system so as to identify its limitations. Useful 
information acquired from the current system was applied to 
meet the necessary requirements and objectives of the 
proposed system.  

The attendance system was implemented using Microsoft 
Visual Basic and a biometric device. It consists of two stages: 
the enrolment stage where each student biometric details was 
taken and stored in the database and the authentication stage 
where each student’s biometric features were extracted and 
compared with all fingerprint templates in the database. 

The integrated web platform of the system was designed into 
two modules. The first module was designed mainly to 
manage all processes associated with students registering for 
courses and lectures recording and storing students’ grade 
scores. The second module was primarily developed to 
generate student’s cumulative assessment result and grade 
point. The system will also generate the 5% attendance, the 

Grade Point Average (GPA) the Cumulative Grade Point 
average (CGPA). 

There are numerous benefits to using a Student Records 
Management. One of the benefits is the use of a central 
database. This database is the core for all actions in the system 
and can be easily updated and used to ease all the system’s 
processes. This storage method is more efficient than a paper-
based file system. Another factor which the system has taken 
into consideration is human error made in the recording and 
filing process which is avertable in a database system. It also 
makes provision of easy corrections of errors made. 

Benefits of the proposed system: 

1) REDUCED TIME CONSUMPTION: 
 Reduce the time taken to process the queries of 
users, get student records for decision making 
etc. 

2) REDUCED MANPOWER WITH PAPERLESS 
RECORD:  
Reduce the manpower needed to perform all the 
record keeping and administration task by 
reducing the paper works needed. 

3) COST REDUCTION:  
Reduce the cost involved in the student record 
management process. 

4) OPERATIONAL EFFICIENCY:  
Improve the operational efficiency by improving 
the quality of the process. 

 

A. Modules Of The Proposed System 

The system is designed in such a way that only authorized 
people are allowed to access some particular modules. The 
records would be modified by only the administrators. The 
user would always be in control of the application. 

1) ADMINISTRATOR:  
This module is protected by user ID and password. 
Regular users of the software will not be permitted to 
enter into this area of the software. The module will 
be focusing on the management of users, editing of 
records and validation and authentication of records. 
 

2) LECTURER:  
This module is also protected by user ID and 
password. It consists of all academic staffs that have 
a hand in students’ records. Lecturers will be able to 
add scores, announcements and events and post 
grades. 
 
3) STUDENTS:  
This module is protected by a username and 
password. This is where students can view anything 
pertaining to their course such as grades, 
announcement, and upcoming events. 
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Figure 1: Use case Diagrams 
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Figure 1 shows the Use Case diagram. This use case has 3 
modules; the administrator module, the lecturer and the 
student module. These modules are discussed below. 

 

B. Administrator Module: 

This aspect will simply show the function of each entity 
present in the use case for the Admin. 

1) Admin Login Module 
This is where the administrator is 
authenticated to access his/her functions in 
the system using the username and 
password. If either the username or 
password is wrong the user is denied access 
into the system. 

2) Edit User Details Module 
This is where the administrator edits users’ 
details by either updating their records or 
deleting their records. 

3) Upload Courses Module 
This where the administrator uploads the 
different courses that are available for each 
semester for students to choose and register 
to. 
 

C. Lecturer Module: 

This aspect will simply show the function of each entity 
present in the use case for the Lecturer. 
 

1) Signup Module 
This is where the lecturer registers his or 
herself into the student record management 
system to be able to use the system. 

2) Lecturer Login  Module 
This is where the lecturer is authenticated to 
access his/her functions in the system using 
the username and password. If either the 
username or password is wrong the lecturer 
is denied access into the system. 

3) Attendance Module 
This is where the lecturer takes attendance 
of students through the system and use 
these attendance reports to get information 
regarding the students and evaluate the 
students’ performance. 

4) Record Scores Module 
This is where the lecturer records students’ 
scores for quiz, assignments, mid semester 
exams and final exams which can be used 
to prepare the GPA of students. 

 

D. Student Module: 

This aspect will simply show the function of each entity 
present in the use case for the Student. 
 

1) Student Login  Module 
This is where the student is authenticated to 
access his/her functions in the system using 
the username and password. If either the 
username or password is wrong the student 
is denied access into the system. 

2) View Score Module 
This is where the student is able to view 
their scores for their tests, assignments, and 
exams. This will allow the students know 
their score beforehand. 

3) View Announcement Module 
This is where students view announcements 
from various lecturers concerning the 
courses they are offering. 

4) Download Materials Module 
This is where students can download 
different courses resources put by their 
lecturers to help them in their studies. 

5) Submit Assignment Module 
This is where students submit their 
assignments to their lecturers to be marked 
and graded and put online for students to 
view. 
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Figure 2: Entity Relationship Diagram for the BSRMS 

Figure 2 shows the entity relationship diagram for the 
BSRMS. This diagram is a graphical representation of entities 
of the system and their relationships to each other. An entity in 
this case is a concept about which data is stored while a 
relationship is how the data is shared between entities. There 
are 6 entities in this system which are administrator, 
attendance, exams, department, student and course. 

E. Design Tools/Modelling of Proposed System  

The functions and benefits of the development tools selected 
for the design of the proposed system are described in detail. 
 

1) Web Editor  
These allows you to create and edit web pages that are either 
visually or in html codes. A visual editor allows users to create 
and edit web pages and contents without knowing HTML 
[16]. Sublime Text Editor was used as the text editor. 
 

2) Hypertext Markup Language  
HTML (Hypertext Markup Language) is used to describe how 
a web page should be displayed. There are various Web 
browsers and they interpret the HTML codes of Web pages in 
different ways. When web contents are created, web 
developers consider the fact that these contents may appear 
differently when viewed in various browsers [16]. 

3) Cascading Style Sheet  
CSS (Cascading Style Sheets).It defines how to 
display HTML elements and describes how you want your 
contents to look like. CSS has rules for specifying the non-
visual and visual presentation of web objects/documents. [17] 

4) Hypertext Preprocessor  
PHP is a scripting language used for the server side of web 
application development. Example of database supported by 
PHP are MySQL, Oracle etc.  

Why use PHP? 
As [18] puts it simply, PHP is the best, fastest and easiest to 
learn scripting language when it comes to developing dynamic 
websites. 
  

5) Adobe Photoshop:  
This is one of the best photo editors. It was used to create our 
banners and edit pictures in order to give our site a nice look. 
 

6) MySQL 
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MySQL is the most popular open-source database system. It is 
used to develop web based applications. It runs on the server 
side of applications.  Data is stored in what is called tables. A 
table is a collection of columns and rows [17]. MySQL is very 
fast, reliable, cheaper and easy to use. 
 

7) Apache Server 
Apache has been the world's most popular Web server (HTTP 
server) on the Internet since April 1996 and is generally 
considered to be more stable than other servers, which is the 
reason we are making use of it.  
 

8) Java Script 
JavaScript is a scripting language that is widely supported on 
most Web browsers. It helps to enhance the user experience on 
HTML pages. JavaScript is maintained as source code 
embedded into an HTML page.  
 

F.  System Requirements 

The system requirement contains and describes what the 
clients want for a particular system. It is a structural document 
with detailed descriptions of the system services. Some of the 
system requirements are: 

i. Lecturers would have to login to have access to the 
web application. 

ii. Lecturers should be able to view an organized 
summary of student cumulative score sheet. 

iii. Lecturers would be able to take student attendance 
via biometric device. 

iv. Lecturers should be able to upload announcement 
that can be viewed and downloaded. 

v. Students and lecturers should be able to interact 
through a live chat or forum. 

vi. All users should be able to log out. 

G. User Requirements 

Some of the user requirements for this system are: 
i. The system requires an internet ready computer 

ii. The system will have a database to store all the 
academic materials that are currently available. 

iii. The system requires a biometric authentication 
device. 
 
 

H. Functional Requirements 

Some of the functional requirements for this system are: 

i. It should take attendance of students. 
ii. The system should be able to calculate the grades of 

students and give the grade point average (GPA) as 
well as the cumulative grade point average (CGPA). 

 

 

 

I. Non-Functional Requirements 

i. The system will be able to stay up and be active at 
least 90% of the time. Any downtime or inability to 
access the system would be due to the system 
maintenance and upgrade. 

ii. The system will have a focused and clear layout. This 
would help reduce the potential for users to be 
confused with the interface. It will only display 
information that is needed by the current task. 

iii. The system will have to deal with large quantities of 
data storage and a large number of users accessing 
the data at once. 

 
J. Hardware And Software Requirements 

This section explicitly emphasizes the hardware and software 
components that is required to run on this application. 

 
K. Hardware Requirements 

i. An intranet connection 
ii. Processor 2.5 GHz 

iii. 1014 MB RAM 
iv. A biometric device 

L. Software Requirements 

i. Windows Server 2008, Windows 2003 
Server or Windows 2000 Server. 

ii. SQL Server 2008, SQL Server 2005 or SQL Server 
2000 - you can also use SQL Server Express 

iii. WAMP server 
iv. Operating system of any kind (Microsoft Windows, 

Mac OS, Linux) 
v. Web browser (Safari, Firefox, Internet Explorer, 

Google Chrome and Opera) must include Java 
Runtime Environment 1.4 or higher and also 
JavaScript. 

 
 

IV. SYSTEM IMPLEMENTATION AND TESTING 

This focuses on the implementation and the functional 
application test for defects and emergent properties such as 
performance and reliability of the system. A set of tests would 
be carried out which would involve the execution of the 
application with test data to ensure that all requirements have 
been meet correctly in order to ensure high quality and user 
friendly software. In order to identify potential defects and 
errors, the software had to go through various types of testing: 

 

A. Database Testing 

The database is made up of 13 tables and each table contains 
the name of the fields, data types, sizes, attributes and other 
constraints that define the table. Below are screenshots of 
some of the tables along with brief explanations. 
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Figure 3: users table 

Figure 3 shows the users table which contains the details of 
the four major users of the system which are the administrator, 
the lecturers, the students and the parents. This table records 
the user details such as email address, password, classroom 

assigned to the user, first name, last name, picture, sex, date of 
birth, phone no, address, permissions, and information as 
regards the when each users details were created and updated. 

 

Figure 4: exams table 

Figure 4 shows the exam table which contains the details of 
exams scheduled by the administrator. This table records the 
name of the subject for which the exam is scheduled, the 

description of what the exam entails and when each exam was 
created and updated. 

Figure 5: subjects table 

Figure 5 shows the subject table otherwise known as courses 
table which contains the details of the courses offered in the 
university. This table records the name of the subject, the 

description, the name of the teacher assigned to each subject 
and when information as regards the subject details were 
created and updated. 
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Figure 6: attendance_student table 

Figure 6 shows the attendance_student table which contains 
details about each students’ attendance taken during lectures. 

Each student has an attendance id that is unique to each of 
them. 

 

 

Figure 7: Add new student page 

Figure 7 shows the Add New Student page. This page is 
mainly for the administrator. The administrators are 
responsible for adding new students into the system. This is 

done so as to ensure data integrity of the student details being 
entered into the database. The administrator fills the required 
fields in the form. 
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Figure 8: view students page 

Figure 8 shows the View Students page. This page give a list 
of all students whose details have been registered and are 
currently on the system.  

 

 

Figure 9: view student profile 

Figure 9 shows the View Student Profile page. This page 
displays the profile of each student. The administrators, 
lecturers and other students on the system have access to this 
page. Information such as the student’s full name, email 
address, gender, phone number address and last login time are 
displayed. 

 

 
B. Discussion Of Results 

During the course of this research it was realized that 
developing a biometric student record management system 
was a herculean task. This project was created to solve the 

various issues involved with the management of students’ 
records and effectively allows lecturers save time with 
entering these records. Lecturers with the use of this biometric 
student record management system will manage students’ 
records more effectively in class and save time. Students will 
also benefit from this application as they would be able to see 
announcements online, view timetables and ease the process 
of taking attendance. To this end, the system developed will 
improve the way lecturers store and manage students’ records 
and be accountable for students’ data and help the university 
manage the overall records of students more efficiently.  
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V. SUMMARY 

This project work undertook the development of a biometric 
student record management system application which focused 
on making the storage and management of students’ records 
efficient to both the school authorities and lecturers with the 
use of a fingerprint biometric device to ensure the security of 
these records. This application is web based so that it can run 
on any platform that supports a working browser. This way it 
can be assessed and used by anybody with a computer and an 
internet. 

This project was created to solve the various issues involved 
with the management of students’ records and effectively 
allows lecturers save time with recording these records. 

Lecturers with the use of this application would be able to 
manage students’ records more effectively in class and save 
time. Students would also benefit from this application as they 
would be able to see announcements online, view timetables 
and take attendance. To this end, “Biometric Student Record 
Management System” would improve the way lecturers store 
and manage students’ records and be accountable for students’ 
data and help the university manage the overall records of 
students efficiently.  

 
A. Recommendations 

Pointers to research areas include: 

• Students and lecturers should be provided with 
Internet in order to efficiently use the application. 

• Those operating the application must be computer 
literate. It is therefore recommended that everyone 
expected to use this application should undergo a 
computer training programme so as to be proficient 
in the use of the application. 

• Clarification of students who have been registered by 
the school in order to avoid misunderstanding and 
complications, this should be done in order to have a 
correct database. 

• For those planning on building this application of this 
nature in future, a module that creates the 
administrator must be created instead of creating the 
administrator from the backend. 

• More research should be done in finding ways to 
make the management of students’ records more 
efficient and safe. 

• Other forms of biometric recognition can be used like 
iris, face or palm. 

 

B. Future Research 

Regarding our system, we are planning on introducing more 
features into the system and possibly implement our system 
with the current school management system. Also we are also 
planning on implementing a feature that enables parents check 
on their kids’ activities online. 

 
C. Conclusion 

The system successfully took the attendance at lectures and 
successfully recorded students’ details and calculated their 
grade scores accurately. It also provided a sample time-table 
created randomly for students. The biometric device 
successfully captured new fingerprints and stored them in a 
database. Scanned fingerprints were placed on the sensor and 
the device compares the current fingerprints with those it has 
stored in its database. The system performance was good and 
the system would be considered for full implementation 
especially because of its short execution time. The system was 
given out to be tested and results showed that people were 
pleased and interested in the product being developed for the 
school. 
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Abstract: This study proposes a framework with 
preprocessing techniques namely Missing value replacement, 
Discretization, Principal Component Analysis (PCA) to extract 
the key features and then applying c4.5 classifier algorithm to 
enhance the classification of medicinal data. The input data gets 
subjected to missing data imputation through any one of the 
standard methods like mean, mode, constant and manual input. 
The dataset is then subjected to Discretization to formalize a 
reasonable set of discrete bins. PCA is then applied on the dataset 
to identify the principal components of the dataset, which 
attribute to the mean data inference. C4.5 algorithm has been 
used to construct a decision tree based on the information gain of 
the training set. This work used Cleveland heart disease dataset, 
obtained from UCI machine learning repository. The dataset is 
composed of details of about 303 patients and helps to predict 
presence or absence of cardio vascular disorder based on 75 
attributes. The proposed framework was applied on this dataset 
and exhibited an accuracy of about 77.73%. 

Keywords — PCA, Discretization, C4.5, classification 

I.  INTRODUCTION 
Availability of voluminous data in the medical domain has 

provided an opportunity of extracting useful information from 
that data. Data mining encompasses techniques such as data 
cleaning, normalization, classification and association analysis 
for extracting useful information from data. Furthermore there 
are mathematical and statistical algorithms have been 
developed for knowledge mining to arrive at better decision 
making. The knowledge mined from the data forms the base 
for computerized medical diagnosis and prognosis systems. 
The core part of most medical diagnosis and decision support 
systems consists of a forecasting or prediction system. These 
are basically supervised machine learning systems trained 
using real world medical data. The efficiency of these systems, 
largely rely on the data which is given as input. In order to 
improve the performance, the data fed into these systems 
should be pre-processed so that they are clean and balanced 
with less noise and no outliers. 

This work uses a framework that has a data pre-processing 
module and a classification module. The former primarily deals 
with assigning values for missing data, equalization of class 
distribution and dimensionality reduction, whereas the latter 
employs machine learning tools such as C4.5 classifier 
algorithm to validate the performance of the processed datasets 
as well as provide classification for the given input dataset. 

This work used Cleveland heart disease dataset, a benchmark 
dataset obtained from the UCI machine learning repository, to 
predict the presence or absence of cardio vascular disorder. 
This work discusses various approaches applied in literature for 
data preprocessing and classification. The study elaborates the 
need for this framework to improve the efficiency of 
classification of dataset. 

II. LITERATURE SURVEY 

A. Data Preprocessing 
Yang et al. [10] proposed an adaptive volume data pre-

processing approach, which used a semi-automated transfer 
function for rendering the 3D image for the cardiac MRI data. 
The system generated high quality 3D images using a median 
filtering method for data denoising along with adaptive 
ellipsoidal Gaussian filtering scheme to preserve local features. 
The preprocessed content provides better clarity of the image. 
The performance of the system was evaluated using 3D cardio 
graphic MRI reports consisting of a dataset of size 352 x 352 x 
77256. The dataset also consisted of some damaged tissue 
caused by partial circulation blocking of the heart. 

Quing et al. [16] used a Sigmoid function to preprocess the 
original data and self-organizing neural network to model the 
output. The Sigmoid function being employed maintains the 
same geometry of raw data. The system employed four layers 
namely Integration & Association, Cleaning, Filling & 
denoising and Normalization to preprocess the raw data. The 
system was implemented with SOM neuron distribution pattern 
with a network of 30 x 30, hextop topology and linkdist 
distance vector function. The system evaluated that training 
time was directly proportional to the accuracy of data 
preprocessing and classification with peak of 250, at which the 
system become convergent. 

Zhang et al. [17] proposed a data preprocessing system 
based on unified data model derived from the analysis of the 
input data. By using unified dataset as a standard, the system 
reduced the conventional data transformation / preprocessing 
of m × n to m + n. The system maintained a permanently stored 
collection of information containing either case level data or 
aggregation of case level data. The system also provided 
flexibility and adaptability for data preprocessing for different 
data mining tools. 
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Sabarina et al. [3] proposed a novel technique to adapt the 
dataset and predict the cancer type. The data was preprocessed 
through merging and t-testing along with wavelet 
decomposition. Merging process generated a single data matrix 
from a number of sample files by taking mean value for 
missing attributes. The data was subjected to a paired t-test of 
null hypothesis with 5% significance level to skew the data 
towards a common direction to achieve better normal 
distribution of the processed data. The system used SVM for 
classification purpose, which used a kernel function such as 
Liner kernel, Quadratic kernel and Gaussian radial basis 
function kernel. The dataset consists of information pertaining 
to 128 patients with 12,625 genes as column indices. The 
performance of the system was evaluated with 2 to 10 fold 
cross validation and observed to produce high level of 
accuracy, specificity and sensitivity. 

Indre et al. [1] proposed an adaptive preprocessing and 
predictor component to adapt changes over time. The system 
implemented an adaptive training system with Baye’s learning 
algorithm to predict the flow of data. They have used Principal 
Component Analysis (PCA) as the feature extraction tool. In 
their proposed system, the sensor signals from a chemical 
production unit was used to adapt the incoming signal from 
sensor device. The system was designed to identify the 
principal component and based on that determine whether the 
reading from a sensor is valid. 

The system consisted of a fixed training window which 
does not require any change detection or online monitoring. 
This window was periodically used to retrain the predictor 
using a fixed number of latest historical instances. The system 
can thus adapt to latest changes in the readings over time. To 
measure the performance of the system, sensor readings from a 
chemical production company was used. The dataset consisted 
of historical data for 3 years with 185 real valued inputs 
measured every 5 minutes, contributing to a total set of 
189,193 instances. The system achieved an accuracy of about 
62.17% and 61.46% with Support Vector Machine (SVM) and 
DT classifier respectively. 

B. Classifier 
Yi et al. [7] in their work have proposed an approach based 

on ANFIS for the detection of electro cardio graphic changes in 
patients with partial epilepsy. The detection of result was 
arrived based on feature extraction and applying Back 
propagation algorithm. The wavelet transformation technique 
was used to extract the features. The detection system was 
trained with gradient descent back propagation method in 
combination with the least square method. The systems used 
eight attributes to process and arrive at the final result of 
determining the possibility of disease. The processed data was 
given as input to the system. They created around 108 fuzzy 
rules in the ANFIS architecture they used. The system was able 
to detect electro cardio graphic changes due to higher level of 
accuracy. 

Karaolis et al. [11] proposed a data mining system based on 
decision trees for the assessment of Coronary Heart Disease 
(CHD) related risk factors targeted in the reduction of CHD 
events. The events investigated were Myocardial Infarction 
(MI), Percutaneous Coronary Intervention (PCI) and Coronary 

Artery Bypass Graft Surgery (CABG). Based on the clinical 
data obtained from a general hospital, they performed their 
analysis on 1500 patients during the year 2003-2006 and 2009. 
They performed analysis using C4.5 decision tree algorithm 
with five different splitting criteria for extracting rules based on 
modifiable and non-modifiable risk factors.  

The non-modifiable risk factors considered are age, gender, 
operations, family history and genetic attributes. The 
modifiable risk factors considered are smoking, hyper tension, 
diabetes, cholesterol, high-density lipoprotein and triglycerides. 
They formatted the data and associated a code with them, 
consisting of a maximum of four codes. They have used the 
processing techniques like information gain, gini index, 
likelihood ratio chisquared statistics, gain ratio and distance 
measure.The highest percentage of classification accuracy 
achieved by MI, PCI and CABG models were 66%, 75% and 
75% respectively. 

Eman et al. [4] in their work explained about Coronary 
Artery Disease (CAD) prediction using an associative classifier 
that uses Frequent Pattern Growth (FP-Growth). The system 
generated the set of all frequent class association rules based on 
the features extracted to predict the highest probability class for 
the patients. A strong association between the attribute patterns 
had been searched to generate all rules that satisfy some 
minimum constraints. Classification rule mining has been used 
to extract all small set of rules, which combined to build a new 
classifier. The system was tested with a dataset containing 
records of 390 patients with abnormal CAD and 280 patients 
with normal CAD. 

III. SYSTEM ARCHITECTURE 
The proposed system architecture has been depicted in 

Fig.1. It consists of a preprocessing module and a classifier 
module. The preprocessing module encompasses missing value 
imputation component, discretization component and a feature 
extraction component implemented with PCA algorithm. The 
classifier module is implemented using C4.5 algorithm to 
formulate the decision tree based on training dataset and a 
classifier component iterate the given tuple over the decision 
tree to obtain the final classification. 

A. Preprocessing Module 
The preprocessing module is the initial phase of the process 

wherein the focus is to ensure appropriate data is taken for 
consideration, thereby producing better outcome. Numerous 
preprocessing schemes are available, however in this system 
we consider only missing value imputation and discretization 
of the data based on supervised method. The preprocessed data 
has been fed to the PCA component to extract the principal 
axes. 

1) Replace Missing Values 
 Handling missing values is a data preprocessing 

technique to obtain a smooth dataset [14]. The common 
methods include ignoring the tuple that holds missing value, 
impute with the mean or impute with the most frequent value. 
In this work, missing values are handled as follows:  

• Replacing the attribute value by 0 
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• Replacing the value by attribute mean 

• Update value by getting input from user at run time 

The system has provision for both manual and automated 
way of replacing the missing values. The mean value of an 
attribute is evaluated and updated in the tuples with empty 
attribute values. This aids to bring more synergy in the dataset. 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Proposed system architecture 

If the percentage of missing values in a tuple is greater than 
a defined value, then the corresponding tuple from the dataset 
will be removed. The system provides facility to select the 
acceptable percentage of missing values in each tuple. When a 
tuple does not exhibit any significant correlation, it will be 
discarded from the set to avoid occurrence of abnormalities.   

2) Discretization 
 The discretization of the dataset has been performed 

based on chi-square statistic method. The continuous attributes 
like Age can be discretized to form specific bins, which 
represent a range of values. The binning of attribute values help 
in reduction of major outliers and accommodate the values in 
appropriate group. 

Input 

Continuous attribute data 

Process 

Step 1: Select the attribute with continuous data 

Step 2: Sort the data values in ascending order 

Step 3: Calculate the Chi-square statistic 

Step 4: Identify the set of bins to discretize  

Step 5: Enumerate the attribute values and update with 
appropriate bin 

Output 

Discrete bins 

3) Principal Component Analysis 
  In order to handle multi attribute nature of the data, 
PCA [1] is used. Through dimensionality reduction technique, 

the input data is converted from multidimensional input to 
multidimensional output. The pre-processor thus maps the 
input data to a set of output data aligned to a principal axis. It 
helps in extracting the feature vector from the available set of 
input data. A rotation matrix is learned based on the input data 
and fixed. Though the data is rotated using PCA, the feature 
will be preserved. It provides consistent results and robust 
though a feature with variable attribute gets added to the 
system. 

Input 

Multivalued attribute data 

Process 

Step 1: Calculate the empirical mean of the given dataset 

   u[j] = 1/n ∑ X(i, j)                                 (2) 

Step 2: Find the covariance matrix 

              C = 1 / (n-1)  BT × B             (3) 

Step 3: Identify eigen vectors and eigen values 

   V-1 × C × V = D            (4) 

Step 4: Rearrange the eigen vectors 

Step 5: Obtain the principal component 

Output 

Linear data with uncorrelated output 

4) Decision Tree Generation using C4.5 
 C4.5 is one of the statistical classification algorithms 

which generate decision trees based on information gain of the 
training dataset. The training tuples must contain a set of 
attributes along with class attribute. The algorithm supports 
both continuous and discrete attribute values. The data can be 
of either numeric or nominal value. The class attribute must be 
a discrete value, which maps a set of attribute values to a 
particular class. 

Input 

Training tuples with class attribute 

Process 

Step 1: Create a root node N 

Step 2: If tuples are of same class, then return the class name 

Step 3: Return root node with the class labelled 

Step 4: If attribute list is empty, then return root node with 
majority of the class value 

 

Step 5: Calculate the frequency of each sub class C in the set S 
using (5) 

             pi = frequency (Ci, S) / |S|              (5) 

Step 6: If the attribute list contains varying class values in the 
dataset S, then calculate information gain of the tuple using (6) 

   Info (S) = ∑ - pi log2pi                                                  (6) 
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Step 7: Extract the possible set of attributes with their values 
sorted by ascending order 

Step 8: Calculate the information gain for each subset of 
attributes, which can be split further 

        InfoA(S) = ∑ ( |Sj| / |S| ) × Info (S)            (7) 

Step 9: Calculate the gain of each attribute based on the 
attribute of the node 

          Gain (A) = Info (S) - InfoA(S)                         (8) 

Step 10: Select the attribute A with maximum gain 

Step 11: Create a node with attribute A and link it to its parent 
node N 

Step 12: If the nodes created for a particular parent reaches the 
maximum threshold set, then return as leaf node with 
maximum class value selected 

Step 13: If the tuples obtained by splitting on the attribute A 
have same class value, then return as a leaf node 

Step 14: If tuples obtained have different class values, then 
create a decision node and return to Step 2 

Step 15: Return the decision tree 

Output 
Decision tree 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
The system was experimented with Cleveland heart disease 

dataset from UCI machine learning repository. The dataset has 
13 attributes with class label. The class label classifies the 
sample as presence or absence of heart disease. Class label ‘1’ 
indicates presence of heart disease and class label ‘0’ indicates 
absence of heart disease. Classes ‘2’, ‘3’ and ‘4’ represent the 
severity of disease and the last two have been merged in this 
experiment as part of approximation. The dataset has 303 
tuples with no missing values, out of which 100 tuples are used 
for training and the system was experimented with remaining 
tuples. The results of the experiments are tabulated in Table I. 

TABLE I.  CONFUSION MATRIX OF CLASSIFICATION RESULTS 

Expected 
Observed 

0 1 2 3 

0 83 20 4 0 

1 6 25 5 0 

2 0 4 18 4 

3 0 4 8 22 

 

The confusion matrix consists of True Positive (TP), False 
Positive (FP), True Negative (TN) and False Negative (FN) 
values. Accuracy, sensitivity and specificity are computed 
based on the confusion matrix.  

True Positive Rate (TPR) and False Positive Rate (FPR) are 
also other performance metrics. TPR can be related to 
sensitivity and hence FPR becomes 1 – Specificity.  

Accuracy (9) is the percentage of the sample data that are 
correctly classified by the classifier. 

    Accuracy = (TP + TN) / (TP + TN + FP + FN)             (9) 

 Sensitivity is the percentage of how many samples are 
correctly classified as true positive. 

             Sensitivity = TP / (TP + FN)          (10) 

 Specificity is the percentage of how many true negatives is 
predicted by the classifier. 

             Specificity = TN / (TN + FP)         (11) 

 Precision is the percentage of true positive amongst the 
overall positives predicted by the classifier. 

             Precision = TP / (TP + FP)         (12) 

TABLE II.  EVALUATION MEASURE RESULTS 

Evaluation Measure Result % 

Accuracy 77.3 

Sensitivity 68.2 

Specificity 87.5 

Precision 85.8 

 

The C4.5 classifier has generated a decision tree based on 
the training dataset. The testing dataset applied on the decision 
tree has resulted in the classification as mentioned in Fig. 2 

 

 
Fig. 2. Experimental results of classification 

V. CONCLUSION AND FUTURE ENHANCEMENTS 
In this work, a framework has been designed for classifying 

the Heart disease data. The input data is preprocessed by 
replacing missing values, discretizing the continuous variables 
and feature extraction using PCA. A decision tree has been 
generated using C4.5 algorithm. The system has achieved an 
accuracy of 77.3% to classify the dataset. The proposed 
framework has controlled the creation of branches beyond a 
threshold, thereby limiting the creation of unnecessary 
branches.  
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This work can be extended further by improving the 
discretization algorithm to handle attribute values with larger 
range. An approach to further reduce the tree construction time 
can be investigated. 
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Abstract- The progress that has been made over the 

last decade in the medical field was focused on 

integrating communication and information technology 

especially Wireless Body Area Networks (WBANs) in 

healthcare systems for remote patient monitoring 

(RPM) applications. WBANs have shown great potential 

in improving healthcare quality, allowing continuous 

patient to be remotely monitored and diagnosed by 

doctors. WBAN operates in close vicinity to, on, or 

inside a human body and supports a variety of medical 

applications. Energy consumption is a key WBANs since 

energy-constrained sensors monitor the vital signs of 

human beings in healthcare applications. In this work, 

we are interested in evaluating access methods and 

access mechanism used in MAC layer of the IEEE 

802.15.6 standard and the proposition of suitable access 

methods and parameters should be used to decrease the 

energy consumption. Performance evaluation will be 

based on the simulation of a short range wireless Body 

Area Network based solution implementing the IEEE 

802.15.6. Simulation will be performed on OMNet++ 

with the Castalia simulator.  

 
Keywords: RPM, Wireless Body Area Networks, 

IEEE 802.15.6, (MAC) protocols, access methods, 

polling, CSMA/CA, Energy consumption.  

 

I. INTRODUCTION 

There are tens of thousands of remote areas in 

developing countries, inter alia, Morocco, where the 

availability and exchange of data related to health 

may contribute to the prevention of the disease and 

save the life of thousands of people. 

Appropriate monitoring of environment variables 

is also necessary to implement preventive measures at 

the local level or through appropriate government 

policies. The areas of health and food safety are 

raised on the agenda of objectives Millennium 

development Goals (MDGs) of the UN (United 

Nations) [1]. 

There are a variety of possible technical tools 

contributing to help improve the quality of health 

services in developing countries where the lack of 

qualified and competent staff (nurses, doctors, ...) and 

medical equipment are real problems facing 

developing countries, especially in the villages far 

from major health centers. Wireless technologies is 

one of these tools.  

The increase use of wireless networks and the 

constant miniaturization of electrical devices have 

empowered the development of Wireless Body Area 

Networks (WBANs). WBANs have emerged as a 

solution better suited for biological signal monitoring. 

They allow for mobility, usability, and comfort for 

the users. Furthermore, patients do not need to stay in 

hospital to be monitored, which reduces health costs. 

These benefits have motivated the growth of several 

WBAN applications in medical field. A significant 

amount of recent research has been done in the field 

of wireless body area networks with many researchers 

who propose different types of solutions for patient 

supervision. [2, 3, 4, 5, 6] are examples of such 

systems.  

In fact, from the network point of view, key 

emphasis of this work is on WBANs which tries to 

provide low power, low cost and short-range 

solutions. Among them, IEEE 802.15.6 is considered 

as a promising standard in terms of energy saving and 

guaranteed medium access. Therefore, we consider 

IEEE 802.15.6 as a starting point for our work. We 

optimized the parameters of the IEEE 802.15.6 

physical layer and medium access control layer to 

better suite our specific constraints. The MAC layer 

has a fundamental and significant impact in a protocol 

stack. The upper layers including network layer, 

transport layer, application layer, etc. will be 

considered after a robust MAC layer. 
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Within this context, the objective of this work is to 

model and simulate a heterogeneous WBAN allowing 

the measurement and the transmission of short range 

data collected by the environmental sensors.              

11 nodes, seems to be sufficient for this monitoring 

application. These nodes will exchange data between 

them according to a communication protocol that 

optimizes energy consumption, transmission delay 

and loss of information.  

The paper is organized as follows: related works 

are discussed in section II, section III details our 

proposed system architecture. Section IV highlights 

the IEEE 802.15.6 MAC standard, and presents an 

energy consumption analysis. Section V focuses on 

performance evaluation of the configured access 

modes and parameters. Finally, the summary of the 

analysis, conclusion and the future works are given in 

section VI. 

 

II. RELATED WORKS 

 

There are already several prototypes of WBANs 

for remote health monitoring. For example: 

CareNet project [7] an integrated wireless sensor 

environment for remote healthcare that uses a two-tier 

wireless network and an extensible software platform. 

CareNet provides both highly reliable and privacy-

aware patient data collection, transmission and 

access. 

Ayushman project is a sensor network based health 

monitoring infrastructure [8]. Ayushman provides a 

medical monitoring system that is dependable, 

energy-efficient, secure, and collects real-time health 

data in diverse scenarios, from home based 

monitoring to disaster relief.  

The Medical Emergency Detection in Sensor 

Networks (MEDiSN) project [9] utilizes a wireless 

sensor network composed of a network gateway, 

physiological monitors (PMs), and relay points (RPs), 

to monitor the health and transmit physiological data 

of patients. The PMs are sensor devices which collect, 

encrypt and sign patients’ physiological data (e.g., 

blood oxygen level, pulse, ECG, etc.) before 

transmitting them to a network of relay points that 

eventually forwards the data to the network gateway. 

The European Community's MobiHealth System 

demonstrated the Body Area Network (BAN) 

consisting of software programs, hardware devices 

(including sensors) and Bluetooth communication 

between devices such as the MobiHealth GPRS 

Pregnancy Body Area Network [10]. The challenges 

of wireless networking of human embedded smart 

sensor arrays for a proposed retina prosthesis are 

described in [11]. 

However, studies on the use of IEEE 802.15.6 for 

remote health monitoring still few, and existing 

solutions need to be reviewed for more optimizations. 

For example, the work done by Timmons and 

Scanlon which propose a BAN MAC, while at the 

same time arguing the non-suitability of the 802.15.4 

MAC for BAN [12].  

A new on-going project called BANET [13], which 

has as major objectives to provide a framework for 

Body Area Networks, define a reliable 

communication protocol, optimize BAN technologies 

and enhance energy efficiency of network 

components. The Project is led by CEA-Leti. It aims 

at defining precise frameworks to design optimized 

and miniaturized wireless communication systems. 

These body area networks target the medical field.  

In addition, performance analysis of MAC access 

methods in terms of energy consumption still few 

compared to other standard. For example: An analysis 

was developed for packet size optimization under m-

periodic scheduled access mode, to improve the 

efficiency of energy consumption [14]. In [15] we 

find an energy analysis that investigates the impacts 

of scheduled access of an IEEE 802.15.6 for medical 

applications.  

 

III. SOLUTION ARCHITECTURE 

 

In this section, we describe our architecture 

solution which enables a healthcare institution, such 

as a Central Hospital Center (CHC), to manage data 

collected by WSN for sick patient supervision in 

Remote Healthcare Centers (RHC). 
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Fig.1 Architecture of the solution 
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The solution aims to store a very large amount of 

data generated by sensors in the cloud. As these data 

are very sensitive, a new security mechanism to 

guarantee data confidentiality, data integrity and fine 

grained access control should be defined.  

In the architecture described in Fig.1, we consider 

two categories of users, healthcare professionals and 

patients, and is composed of the following 

components: (1) the WBAN system which collects 

health information from patients, (2) the monitoring 

applications which allow healthcare professionals to 

access to stored data, (3) the Healthcare Authority 

(HA) which specifies and enforces the security 

policies of the healthcare institution and (4) the cloud 

servers which ensure data storage. By storing data on 

the cloud, our architecture offers virtually infinite 

storage capacity and high scalability. 

 

IV. IEEE 802.15.6 MAC standard 

 

The IEEE 802.15.6 [16] is a standard for Body Area 

Network, which operate in and around the human 

body (but not limited to humans). According to the 

IEEE, the new standard is more flexible and can be 

used for both medical and non-medical applications. 

It promises a maximum throughput of 10 Mbit/s, 

combines safety, reliability, quality of service, low 

consumption and protection against interference 

which render it suitable to satisfy multiple 

applications of personal wireless networks (WBAN). 

It covers the physical (PHY) and Medium Access 

Control (MAC) layers. The first one offers operation 

modes such as narrowband (NB), ultra-wideband 

(UWB), and human body communication (HBC). The 

second one offers different operation modes and 

medium access methods. In this section, we try to 

present the medium access protocol described in the 

standard which specifies a medium access with the 

different access modes and their access phases and 

access mechanisms, and we will focus on polling and 

CSMA/CA mechanisms.  

 

A. Access modes and mechanisms  

 

A hub may operate in three different modes as 

described below: 

   Beacon mode with beacon period (superframe) 

boundaries; at the beginning of every superframe 

a beacon is transmitted on the medium to provide 

time referenced allocations. Each superframe is 

divided into access phases (APs) as illustrated in 

Fig. 2. A superframe includes exclusive AP 1 

(EAP1), random AP 1 (RAP1), type-I/II AP, 

exclusive AP 2 (EAP2), random AP 2 (RAP2), 

type-I/II AP, and contention AP (CAP). Each 

access phase, except RAP1, may have a zero 

length. 

  Non-beacon mode with superframe boundaries in 

which the hub may have only the type-I/II access 

phase. 

  Non-beacon mode without superframe boundaries 

in which the hub only provides unscheduled 

polled allocations. 

Medium access mechanisms of the IEEE 802.15.6 

standard can be divided into three categories: random 

access (connectionless contention-based access), 

improvised and unscheduled access (connection less 

contention-free access), scheduled access and variants 

(connection-oriented contention free access).  

 

1) Random access (connectionless contention-based 

access) 

 

In EAP1, RAP1, EAP2, RAP2, and CAP, allocations 

may only be contended allocations, which are non-

reoccurring time intervals valid per instance of 

access. The EAPs are reserved for emergency high 

priority traffic while the RAPs are used for 

nonrecurring transfers. 

The access method for obtaining the contended 

allocations shall be:  

 CSMA/CA if NB PHY is chosen.  

 Slotted Aloha in case of choosing UWB 

PHY. 

 

In this paper we are interested to the narrowband 

(NB) Physical layer.  

 

2) Improvised and unscheduled access 

 

 Unscheduled access  

A hub may employ unscheduled polling and 

posting access to send polls or posts at any time 

to grant polled or posted allocations either in 

beacon mode or non-beacon mode, so long as 

the addressed nodes indicated that they will 

always be in active state through their last 

transmitted MAC Capability field (i.e., with 

Always Active bit set to 1). 

A node that has so indicated shall constantly be 

in active state ready to receive unscheduled 

polls or posts. 

 

 Improvised access   

A hub may employ improvised polling and 

posting access to send polls or posts at 

previously announced times based on predefined 

Table to grant polled or posted allocations, 

either in beacon mode or non-beacon mode for 
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on-demand contention-free frame exchanges 

outside the scheduled allocations within their 

body area network  

A polled or posted allocation contains an 

explicit or implicit time interval that does not 

reoccur subsequently without the hub invoking 

another instance of improvised access. 

 

Unscheduled and improvised transfers occur in the 

type I/II access phases. 

 

3) Scheduled access and variants  

 

A node and a hub may employ scheduled access 

to obtain scheduled uplink allocations and 

scheduled downlink allocations, scheduled-polling 

access to obtain scheduled bilink allocations and 

polled allocations therein, and delayed polling 

access to obtain delayed bilink allocations and 

polled allocations therein. 

The allocations may be:  1-periodic or m-periodic 

allocations, but a node shall not have both 1-

periodic and m-periodic allocations in the same 

body area network. 

 

B

Beacon period (superframe) n

B2

EAP1 RAP1 Type-I/II access phase EAP2 RAP2 Type-I/II access phase CAP

              Fig. 2 Layout of access phases in a beacon period (superframe) 
for beacon mode 

 

Scheduled transfers occur in the type I/II access 

phases. 

 

B. Polling mechanism  

 

Polling is a media access method that is used in many 

types of wireless networks. Polling resembles a well-

ordered meeting in which the chairman must 

recognize an attendee before that person is allowed to 

speak. The chairman's responsibility is to maintain 

order in the meeting and ensure that each person who 

wants to speak has an opportunity to do so. Polling is 

most closely associated with point-to-point wireless 

networks. By using polling, one device is designated 

as the primary device (coordinator or hub). All access 

to the network is controlled by the coordinator. 

In the IEEE 802.15.6 standard, the time is divided 

into beacons period. When the hub start to construct 

the network he sends a management frame, to all 

nodes, which handles all information about the BAN, 

such as BAN ID, number of time slots in a beacon, 

duration of each time slot, the length of each access 

phase ( EAP, RAP, CAP), etc. This BAN information 

serves the nodes to choose the access technique to be 

used in different phases. A coordinator may send 

polls and grant type-I or type-II polled allocations to a 

node only if both of them support polling access of 

the corresponding type as indicated in their last 

exchanged MAC capability field.  So that a node can 

get polled allocation, it should set in the frame it is 

transmitting, the More Data field to value one.  The 

node should also set the Ack policy field to I-Ack or 

B-Ack in some management or data type frames 

being transmitted.  This enables the hub to send the 

node an immediate or future poll at an announced 

time through an I-Ack+Poll or B-Ack+Poll frame. To 

grant an immediate polled allocation to a node, a hub 

shall send to the node a Poll or T-Poll frame when 

appropriate or an I-Ack+Poll or B-Ack+Poll frame 

when required to return an acknowledgment. The 

process is presented in the Fig 3.  
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Fig. 3 Example of polled allocation [16] 

 

C. Sleep mode and energy saving  

 

Energy efficiency is increased via mechanisms that 

allow sensor nodes to enter a low-power sleep mode 

for a long time (several beacon periods) before 

transmitting / receiving. The sleep mode is explained 

as follows. Nodes in the network sleep most of their 

lifetime. They wake up only to transmit data. As soon 

as nodes finish transmitting packets, they start 

sleeping again. The time at which a node wakes up is 

determined by the hub. The hub sends a poll packet to 

a node according to the poll schedule stored in the 

hub. Ideally, a node need wake up just at the moment 

it should receive the poll packet from the hub. If the 

node wakes up earlier, it will have to stay awake to 

receive the poll packet from the hub causing 

unwanted energy losses. If the node wakes up after 

the poll packet is sent by the hub, the poll packet will 

be lost and the polling mechanism fails. The hub has 

to ensure that the node receives the poll packet. The 

hub therefore sets a sleeping time for each node after 

the transmission of the packets. The node should 

sleep for the time specified by the hub after which it 

wakes up at the right moment to receive the poll 

packet.  
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However, due to variations in times for which packets 

are transmitted and because of clock synchronization 

problems, the node may wake up before or after the 

stipulated time for sending the poll packet by the hub. 

A mechanism is developed in [17] whereby a sleeping 

node wakes up at the right moment to receive poll 

packet.    

 

D. CSMA/CA mechanism  

 

This method of access uses a backoff counter and a 

contention window in order to obtain a new 

contended allocation. A node can start, use, modify, 

abort and end a contended allocation. The CSMA/CA 

mechanism defined in the IEEE 802.15.6 standard is 

shown in Fig. 4 and its procedure is explained as 

follows. A node initialize its counter to a random 

integer value between the interval [1, CW] where    

CW Є [CWmin, CWmax], depending to the user priority 

(UP) as shown in table 1. If the CW is small, the case 

of emergency traffic, there is a high probability to 

access the channel. If the CW is large, the case of 

regular traffic, there is a low probability to access the 

channel.  Each sensor decrements the backoff counter 

by one for every idle CSMA slot. When the backoff 

counter value of a node reaches zero, then the node 

transmits a packet, and the CW is configured as 

follows: It is set to CWmin, if the node did not obtain 

any contended allocation or if the frame transmission 

was successful. The CW is not changed, if the 

transmitter node does not require an ACK frame or if 

this is its m
th

 time where the node has failed 

consecutively, with m being odd number. The CW is 

doubled if the node has failed consecutively n (even) 

times. If after doubling CW, it exceeds CWmax, the 

CW is set to CWmin. The backoff counter is locked by 

the node until the end of the current frame 

transmission if the channel is busy or if the backoff 

counter is reset. It is also locked if the current time is 

outside of RAP and CAP for regular traffic or if the 

current time is outside of EAP, RAP, and CAP for 

emergency traffic. Moreover, when there is not 

enough time to finish the current transmission, the 

backoff counter is also blocked.  On the other hand, 

the backoff counter is unlocked when the channel is 

idle for the pSIFS period within a CAP or RAP for 

regular traffic and when there is enough time to finish 

the current transmission [21]. 
 
 

 

 
 

 

 
 

 

Table 1 

Contention window (CW) bounds and UP mapping for CSMA/CA. 
 

Priority  UP Traffic designation CWmin CWmax 

Lowest  0 Background (BK)  16  64 

 1 Best effort (BE)  16  32 

 2 Excellent effort (EE)  8  32 

 3 Controlled load (CL)  8  16 

 4 Video (VI)  4  16 

 5 Voice (VO)  4  8 

 6 Media data or network 
control  

2  8 

Highest  7 Emergency or medical 

event report  

1  4 

 

An example of the CSMA/CA procedure defined in 

the IEEE 802.15.6 standard is shown in Fig.4 [21]. 
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Fig. 4 Example of IEEE802.15.6 CSMA/CA mechanism 

 

E.  Analysis  

 

1) Transmission Time  

 

Several parameters are defined as follows:  

Tt : Transmission Time  

TCW: backoff  time   

TD : Time to transmit a data packet  

TpSIFS  : Interframe spacing  

TACK : Time of packet acknowledgement    

Tcs : CSMA slot length 

Tε : delay time 

TP : time to transmit a preamble 

T PHY : time to transmit physical header 

T MAC : time to transmit MAC header 

T BODY : time to transmit MAC frame body 

T FCS : time to transmit frame check sequence 

Rs : Symbole Rate  

Rdata : Data Rate 

PL : Paylod Size  

PLb : Paylod Size for block acknowledgement  

 

The Tt is defined as total time to transmit a data 

packet included the TCW, TD, TpSIFS, TACK and Tε. 

 

Tt = TD + TCW + TACK + 2TpSIFS + 2Tε                    (1) 
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The average backoff time can be obtained as follows:  

  

          𝑇𝐶𝑊 =
𝐶𝑊𝑚𝑖𝑛.𝑇𝐶𝑆

2
                                  (2) 

 

Since a data packet consists of a preamble, physical 

header, MAC header, MAC frame body and frame 

check sequence, the transmission time of a data 

packet becomes as:  

 

TD = TP  + T PHY   +T MAC + T BODY + T FCS                            (3) 

 

=
Preamble + PHY header

𝑅𝑠
+

8.(MAC header+PL+ MAC footer)

𝑅𝑑𝑎𝑡𝑎
                                    

 

Since an immediate acknowledgement carries no 

payload, its transmission time is given by: 

 

T I-ACK = TP  + T PHY   +T MAC + T FCS                                          (4) 

        

=
Preamble + PHY header

𝑅𝑠
+

8.(MAC header+ MAC footer)

𝑅𝑑𝑎𝑡𝑎
                                    

 

T B-ACK = TP  + T PHY   +T MAC + T BODY +T FCS                   (5) 

        

=
Preamble + PHY header

𝑅𝑠
+

8.(MAC header+PLb+ MAC footer)

𝑅𝑑𝑎𝑡𝑎
                                    

 

 

2) Energy consumption  

 

We are interested in analyzing the energy consumed 

when a sensor node n in a WBAN sends data towards 

the gateway g using single-hop communication. The 

energy consumed is: 

 

          Ecomm= ETX + ERX               (6 ) 

 

Where ETX is the energy consumed by the transmitter 

(node n), and ERX is the energy consumed by the 

receiver (node g). 

TSB: backoff time for a packet successfully transmitted 
TC : collision time, 
TD : time to transmit a data packet, 
TDp : time for a packet to be dropped, 

TDpB : backoff time for a packet dropped, 
NC : number of collisions for a packet successfully 

transmitted, 
EDp : energy consumed by a node due to a packet 

dropped, 
EDpB : energy consumed during backoff for a packet 

dropped, 
EDpC : energy consumed due to collision for a packet 

dropped, 
ES: energy consumed during successful transmission 

of packet, 

ESB : energy consumed during backoff for a successful 

transmission, 
ESC : energy consumed during collision for a 
successful transmission, 
ETX : energy consumed when transmitting a packet, 

 
For a successful packet transmission, the consumed 

energy is given as:  

 

ES = ETX + ESB + ESC                     (7) 

 

Where ETX  is given as :  

ETX = ETX, D + ERX, A    

D and A refer to DATA and ACK packets, 

respectively. 

 

ETX, D= TTX . PTX 

ETX, A= TACK . PRX 

 

ESB  and ESC  are given as : 

 

ESB = TSB . PIDLE 

 

ESC = NC . ( PTX  . TTX  +TC  + PTX  . TTX)        
 

 

For an unsuccessful packet transmission, the 

consumed energy is given as:  

EDp = EDpB + EDpC                   (8) 

 

Where EDpB  and EDpC  are given as : 

 

EDpB = PIDLE . TDpB  

 

EDpC = (r-1). ( PTX .TTX  +TC  + PTX .TTX) 

 

3) Device life time  

 

The device lifetime can be estimated from the total 

current consumption (Itotal) and the battery capacity 

(Qb). 

 

          𝑇𝑙𝑖𝑓𝑒 =
𝑄𝑏

𝐼𝑡𝑜𝑡𝑎𝑙

 

 

Itotal  is calculated as follows : 

 

Itotal  = IRx + ITx + IIDLE + Itransition + ISleep 

 

Where IRx and  ITx are the current consumption when 

the device are in transmission or receive state, IIDLE is 

the current consumption for Idle state,  Itransition  is the 

current consumption when a node change the state 

from idle to transmitting or receiving, ISleep is the 

current consumption for a node in the sleep mode.  

 

(9) 
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The current consumption in each state described 

above, can be calculated using the formula bellow 

[18]: 

 

          𝐼𝑠𝑡𝑎𝑡𝑒 =
𝑇𝑠𝑡𝑎𝑡𝑒 . 𝑖𝑠𝑡𝑎𝑡𝑒

𝑚. 𝑇𝑆𝐹

 

 

From (9) and (10), the device life time can be 

expressed as:  

 

          𝑇𝑙𝑖𝑓𝑒 =
𝑚. 𝑄. 𝑇𝑆𝐹

𝑇𝑠𝑡𝑎𝑡𝑒 . i𝑠𝑡𝑎𝑡𝑒

 

 

Where the superframe duration is: 

TSF = nSlots + Tslot 

Tslot =(pAllocationSlotMin + L.pAllocationSlotResolution) 

 

          𝑇𝑙𝑖𝑓𝑒 =
𝑚. 𝑄. (𝑇𝑠𝑙𝑜𝑡 + 𝑛𝑆𝑙𝑜𝑡𝑠)

𝑇𝑠𝑡𝑎𝑡𝑒 . i𝑠𝑡𝑎𝑡𝑒

 

 

Form (12), it can be concluded that the parameters 

nSlots, which can be between 1 and 256 and the slot 

length L, which can be between 0 and 255, influence 

the device life time. 

 

V. SIMULATION PARAMETERS AND 

RESULTS  

 

A. Simulation Parameters  

 

The simulation framework we choose is the 

Castalia open source simulator [19]. All simulations 

described in this paper are released with Castalia 3.2, 

assisting with the reproducibility of the results. Fig.5 

shows the simulated network topology used 

throughout our simulations. One coordinator node at 

the right of the human body, and ten sensor nodes 

sending packets of 128bytes (including overhead) to 

the coordinator. 

 

 
 Fig.5 Simulated Network Topology 

 

The radio parameters we define that meet with the 

IEEE 802.15.6 radio proposal [20] are: frequency, 

data rate, modulation type, bits per symbol, 

bandwidth, noise bandwidth, noise floor, sensitivity 

and power consumed. We also define Tx levels in 

dBm and mv, delay transition between states, power 

transitions between states, and sleep levels.           

Table 2 gives the various radios parameters defined. 
 

Table 2 

Radio parameters defined 

Data rate  1,024Kbps  
Modulation  Diff QPSK  
Rx sensitivity −87dBm  
Noise bandwidth 1MHz 
Noise floor −104dBm 
Tx power  −10dBm 
CCA time 1ms 
Tx→Rx and 
Rx→Tx(transition 

times) 

20μs 

Rx→Sleep, Tx→Sleep 
(transition times)  

0.194ms 

Sleep→Rx, Sleep→Tx 

(transition times)  

0.05ms 

Tx (power consumed)  
Rx (power consumed)  

3mW 
3.1mW 

Tx→Rx, Rx→Tx 

(power consumed)  

3mW 

Sleep→Rx, Sleep→Tx  
Rx→Sleep, TX→Sleep 

(power consumed)  

1.5mW 

Sleep power level 0.05mW 
 

 

The effect of path loss is considered from [21]. The 

channel temporal variation is considered with the 

existing model of Castalia.  

For the MAC Layer, We have also implemented most 

aspects of the 802.15.6 MAC standard described in 

the “MAC and Security Baseline Proposal”, IEEE 

802.15 documents [22]. 

 
Table 3 

MAC default parameters defined 

Slot allocation length  10 ms 

Allocations slots in a 

beacon period 

32 slots  

Requesting slots per node  0 slots  

Contention based access 

slots  

8 

Buffer MAC  48 packets  

Retransmission packets 

tries  

2  

Polling mechanism Enabled  

Packets Rate 30 

 

Table 3 give the most important default parameters 

used in the simulation scenario.  

 

(10) 

(12) 

(11) 
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The initial energy budget of a node is 18720 

joules.  

All runs last 51 sec (50sec for data and 1sec used 

for network setup). Each of the cases was executed 

10 times with different random seeds. 

 

B. Simulation Results  

 

We observed the performance of different access 

mechanisms of the MAC protocol in terms of energy 

consumption.  

The energy consumptions of the protocol IEEE 

802.15.6 is compared for different access 

mechanisms, as presented in the section IV. The 

results of energy consumption presented are averages 

on all nodes, for a fixed packet rate.  

 

1) Energy consumption when random access mode 

is used   

 

The consumed energy graph presented bellow 

(Fig.6) shows the average consumed energy per node 

for different length of possible random access slots. 

The packet rate is fixed on 30pkt/secs/node. The 

results are presented for two cases: polling 

mechanism enabled and polling disabled.  

 
 

Fig. 6 Average Energy Consumption for different length of RAP   

 

As shown in the graph, the first characteristic we 

notice is the increase of consumed energy as the 

duration of random access increases, better 

performance (less consumed energy) is obtained 

when the number of random access length decrease.   

The simple rationale is that as we have more 

contention time, we have more opportunities for 

packets to collide (since CSMA is imperfect). This 

contention leads to use more energy when nodes are 

contending for long periods of time, since the energy 

consumption, basically reflects how long the radio is 

staying in the listening or receiving mode. 

This is why we notice that the protocol performs 

better when the polling mechanism is turned on. This 

is something to be expected as the polling mechanism 

makes a more efficient use of the wireless 

channel and is reducing interference and collision.   

 
 

 

 
Fig. 7(a) Average Energy Consumption for different length of 

allocation slot (beacon period = 32 slot) 

 

 

 
 

Fig. 7 (b) Average Energy Consumption for different length of 

allocation slot (beacon period = 128 slot) 
 

 

In the graphs above (Fig.7a and Fig.7b), we 

observe clear reduction of consumed energy as the 

length of allocation slot increase for 3 different length 

of Random Access Period.  

This is to be expected as the device life time 

depends on the duration of allocation slot and also on 

the number of slot in a beacon. (as demonstrated in 

the equation 12 ). 
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2) Energy consumption when scheduled access 

mode is used 

 

 Fig.8(a) and Fig.8(b) below, show the energy 

consumption achieved for variable possible 

scheduled allocation slots  and random access slots.  

For the first case when the number of slot in a 

beacon period is equal to 32, the maximum number 

of scheduled slot can a node get is 3. The remaining 2 

slot will be used as random access slots.  

For the second case when the number of slot in a 

beacon period is equal to 128, the maximum number 

of scheduled slot can a node get is 12. The remaining 

8 slot will be used as random access slots.  

From the two graphs below, it can be observed that 

as the number of scheduled access slot is used as we 

reduce the energy consumption of all nodes. The high 

performance (less energy consumption) is obtained 

when scheduled access length is equal to 3 for the 

first case and 12 for the second one.  

We could see that we have great energy efficiency 

for both cases using scheduled allocations, compared 

to the first simulation when only random access and 

improvised access modes are used. This is because 

polling access mechanism and scheduled allocation 

does not let the radios of nodes on all the time. When 

the polling or scheduled intervals arrive, the node is 

allowed to sleep after transmitting its packets and 

waking up when its turn to transmit packets arrives.  

 

 

 
Fig. 8 (a) Average Energy Consumption for different possible 

length of scheduled access slot and random access Period (beacon 
period = 32 slot) 

 

 
Fig. 8 (b) Average Energy Consumption for different possible 

length of scheduled access slot and random access Period (beacon 
period = 128 slot) 

 

VI. CONCLUSION AND FUTURE WORKS 

 

In this paper, we studied MAC access methods 

used in the IEEE 802.15.6 standard. We evaluated the 

performances of the different access modes in terms 

of energy consumption. The results demonstrated that 

high efficiency is obtained by using scheduled access 

combined to polling mechanism.  

As future works, we intend to implement several 

enhancements at the MAC layer and to study the 

coexistence of WBANs and interferences issue, and 

how we can mitigate their impacts. In addition we 

intend to validate the proposal in a real world setup to 

assess the benefits of the solution in large scale 

scenarios.  
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Abstract---Today main challenge in IP networks 

engineering is simultaneous support of different 

applications such as sending voice, video and data, with 

appropriate quality of service. The generated traffic by 

IP telephone, voice and video conference and on line 

applications, are real time and time sensitive. Jitter is 

an usual problem in quality of service of VoIP network. 

The purpose of this paper is to reduce jitter to improve 

quality of service. 

Achieve Real time voice quality is required jitter 

smoothing in receiver that usually is done by jitter 

buffer mechanism.  Here we introduce an algorithm to 

design jitter buffer. We simulate one VoIP network by 

OPNeT simulator and Matlab software is used to 

implement the algorithm; then we compare simulation 

results before and after applying the algorithm and the 

effects of changes in buffer size on delay and jitter are 

checked. 

Output voice quality will be measured based on 

PESQ, according to ITU-T P.862 recommendation. The 

results show packet buffering reduces packets delay and 

makes values of them become closer together. 

Key words VoIP, Jitter, Jitter buffer, Delay, Quality of 

Service 

I. Introduction 

SIP is an application layer signaling protocol for 

creating, modifying and terminating sessions 

contained with one or more participants. This 

protocol has been standardized by the IETF and is the 

most powerful video and voice streaming protocol 

over internet. SIP uses the elements with the name of 

“Proxy server” to route requests to current status of 

users. User registration is also done by SIP and proxy 

is aware of user’s current location.[1] 

Real time transmission consists of two main 

protocols: RTP and RTCP. RTP is one of the basic 

principles of VoIP.  RTP determines the standard 

format for packet. This protocol works with RTCP, 

so that RTCP is used for evaluating transmission 

characteristics and data streams synchronization. 

RTP provides arrangements to compensate jitter and 

out of order data. In summary it can be said, in VoIP 

technology the voice is transmitted over RTP 

protocol and control messages are transmitted over 

SIP protocol, jitter makes sense over RTP. 

 Delay and jitter are of the most important problems 

in the network which if go beyond a specified 

amount, detection will be difficult. One way delay is 

consisted of the four parameters: propagation delay, 

transport delay, packetization delay and jitter buffer 

delay. This is important to design the VoIP network 

so that don’t tolerate more than 150ms delay. [2] 

Jitter is variable packets delay to reach destination. 

This phenomenon has seriously affected the voice 

quality. Queening delay, packet size and middle links 

can cause jitter. Jitter will cause packets to arrive out 

of order, in this case packets may be useless for 

receiver and they may be discarded, as a result packet 

will be wasted. Packet loss rate should be less than 

5%. Packet loss consists of two parts, first, packets 

that are lost on the way and never reach their 

destination. The second set of packets has a great 

delay; these clusters are discarded by the receiver. 

Common solution to this problem is using a jitter 

buffer at the receiver to store the packets for a limited 

time and sort them.   

 Buffer overflow occurs if the buffer length is low. 

The messages are Sent again and traffic increases. If 

the length of the buffer is high, underflow occurs, 

link delays and traffic increases on other links. Jitter 

buffer algorithms are divided into two categories: [3] 

fixed buffer and adaptive buffer; in fixed buffer a 

fixed size for jitter buffer is considered. When the 

network condition is stable, fixed buffer is more 

effective. Size of the adaptive buffer changes with 

respect to the measured delay and jitter this means 

that test packets are sent and received at alternative 

times and the network parameters can be achieved 

then buffer size is determined according to the 

parameters. Better balance between latency and 

packet lost is advantage of this kind of buffer but the 

disadvantage is that it causes delay. 

In this paper we propose an algorithm to reduce 

jitter and compensate its effects. Effects of changing 

size of jitter buffer on delay, jitter and quality of 

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 4, April 2015

78 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

 

 

service are examined. In this algorithm, we buffer 

packets in descending order according to their SN 

and then send them to the codec. OPNeT software is 

used for network simulation and algorithm is applied 

Using MATLAB. The results show applying the 

algorithm is effective and quality of service 

increases. In Section 2, we introduce the proposed 

jitter buffer algorithm. In Part 3 we perform the 

simulation and offer results for different buffer 

lengths. Finally, conclusions based on the simulations 

are described in section 4. 

 

II. The proposed jitter buffer design algorithm 

As you know in IP networks, [4], [5], [6], [7], each 

packet has a sequence number. The idea of our 

algorithm is packets are received by the receiver are 

arranged according to their SN. We are trying to 

arrange packets in decreasing order. It means the 

packet with a smaller SN placed closer to the 

beginning of the buffer on entering the codec. N is 

the length of the buffer, and SNL is the last packet 

number entered into the codec. Figure 1 shows the 

buffer. 

 

 
   How packet enter and exit buffer  Figure1.  

The SN which is located in block number 1 is the 

smallest. When the first packet arrives empty buffer, 

it will be placed in the buffer farthest block, the block 

number N. The SN of last packet, which has entered 

codec is saved, SN of every packet that comes, is 

compared to the this stored number, if the number of 

newly received packet is less than the last number 

entered Codec, Pack will be removed and will not 

enter into codec. If it was smaller than SNL+M, will 

enter the buffer but if it was greater than SNL+M, will 

be removed. It means it must be SNL<SN≤SNL+M. 

The value of M is proportional to the length of the 

buffer.  

To sort the packets selection sort method is used. 

Sorting operation takes place within its list without 

need for auxiliary memory. This algorithm sorts the 

list in ascending or descending order within a few 

steps. This means that at each stage, the largest (or 

smallest) element is found and moved to the bottom 

of the list. When the buffer is 70 percent full packets 

sorted. When entering a new packet, it has to be 

checked buffer is empty or not? To do this, we define 

a parameter read & write. When one packet added to 

buffer this parameter is increased and when a packet 

enters the codec it is decreased. Its initial value is 

zero. When entering a packet this pointer will be 

checked if it is less than N there is empty place in 

buffer and new packet can be entered. If the value of 

the pointer is N, packet will be eliminated. In other 

words the buffer overflowed. Flowchart of algorithm 

is presented in figure 2. 
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Figure2. Flowchart of the proposed algorithm 
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III. Simulation and Results 

There are several items affect performance of 

network and Quality of Service that can be 

considered in the simulation such as packet length, 

background traffic, jitter buffer and codec. Here 

mentioned parameters are considered fixed except 

jitter buffer and only effects of jitter buffer algorithm 

will be checked. New algorithm is examined to 

evaluate delay, jitter, and service quality. These 

parameters for the non-buffer and buffer length of 4, 

7 and 10 are simulated and compared. 

 

A.  Simulation settings 

The OPNeT v14.5 simulator and Matlab R2008b 

are used for simulation. As we said, VoIP traffic 

generated by OPNeT is given as input to Matlab and 

using MATLAB software, algorithm is applied. 

Network scenario is presented in figure 3. 

 

 

Figure 3. Network scenario 

In the network scenario SIP signaling protocol, 

G.723.1 codec are used and the data transmission rate 

is 2Mbps. Nodes are fixed. And simulation was done 

in 30 minutes or 1800 MS, delay and jitter were 

measured for 100 samples, every 18 MS. 

B.  Simulation results for networks with different 

buffer lengths 

Figure 4 shows end-to-end delay for buffer with 

lengths of 0, 4, 7 and 10 and Figure 5 indicates jitter 

for them. In all plots at intervals when the chart is 

empty, there is no traffic exchanged. As you can see 

from the delay curves due to the codec, delay is at 

least 40 milliseconds. 

 

     Figure 4. end-to-end delay for buffer with lengths of 0, 4, 7 and 

10 for 30 minute 

 

 

          Figure 5. jitter for buffer with lengths of 0, 4, 7 and 10 for 30 

minute 

 

The graphs clearly indicate that by increasing the 

buffer size delay decreases and its graphs became 

smoother. Smoother delay curves mean delay values 
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become close together. In other words, jitter is 

reduced. The jitter diagram also indicates low jitter 

for larger buffer size. In the case of N = 0 packets 

arrive destination without buffering but in three next 

cases packets are arranged N to N. So it is seen that 

the results are improved. With larger buffer it will be 

possible to access late packets and prevent losing 

them. As you know, jitter and delay are the most 

important factors of service quality. As a result with 

reduction of these factors the quality of service will 

increase in the network. Table 1 shows the average 

values of delay, the mean absolute jitter values and 

MOS obtained from different length of the buffer and 

you can see jitter curve in Figure 6, delay curve in 

Figure 7 and MOS curve in Figure 8. 

   

MOS 

Delay 

(milli sec) 

Jitter 

(micro sec) 
N 

3.07 54 34 0 

3.29 49 24 4 

3.55 45 10 7 

3.68 42 4 10 

Table1.  Values of Jitter, Delay and MOS for different length of 

the buffer 

 

Figure 6. Mean absolute jitter values for different length of the 
buffer 

 

Figure 7. Average values of delay for different length of the buffer 

 

 

Figure 8. MOS values for different length of the buffer 

 

 

 

0

10

20

30

40

0 1 2 3 4 5 6 7 8 9 10

J

i

t

t

e

r(

m

i

c

s

e

c)

 N 

Jitter 

0

10

20

30

40

50

60

0 1 2 3 4 5 6 7 8 9 10

D

e

l

a

y(

m

s

e

c)

 

N 

Delay 

2.6

2.8

3

3.2

3.4

3.6

3.8

0 1 2 3 4 5 6 7 8 9 10

M

O

S

 

N 

MOS 

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 4, April 2015

82 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 

 

 

IV. Conclusions and recommendations 

Buffer size was changed from 0 to 15, graphs were 

plotted for values of N that their changes were 

manifest. Results for the buffer size larger than 10 

was almost identical.  According to the graphs, it 

seems optimal buffer size for this network is 10. 

According to the results of simulations, because the 

algorithm sorts packets N by N, it prevents resending 

the out of order packets and late packet, so it is 

effective in minimizing traffic, delay and jitter. 

 As we know it takes time to buffer packets so the 

proposed algorithm somewhat increases delay but as 

is clear from the results its beneficial effect is more 

impressive than its bad effect. 

Proposed jitter buffer was fixed and non-adaptive; 

buffer size was given algorithm manually. Therefore 

the design and implementation of adaptive jitter 

buffer is recommended, the buffer with variable  
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Abstract— Text mining is the process of discovering new, hidden 
information from texts- structured, semi-structured and 
unstructured. There are so many benefits, valuable insights, 
discoveries and useful information that can be derived from 
unstructured or semi- unstructured data. In this study, text 
mining techniques were used to identify trends of different topics 
that exist in the text and how they change over time. Keywords 
were crawled from the abstracts in Journal of Computer Science 
and Technology (JCST), one of the ISI indexed journals in the 
field of Computer Science from 1993 to 2013. Results of our 
analysis clearly showed a varying trend in the representation of 
various subfields in a Computer Science journal from decade to 
decade. It was discovered that the research direction was 
changing from pure mathematical foundations, Theory of 
Computation to Applied Computing, Artificial Intelligence in 
form of Robotics and Embedded Systems. 

Keywords-component; Computer Science, Text Mining, 
mathematical foundations, applied computing, Robotics, Embedded 
Systems 

I.  INTRODUCTION 

Text mining is the discovery by computer of new, previously 
unknown information, by automatically extracting information 
from a usually large amount of different unstructured textual 
resources [1]. Previously unknown implies discovering 
genuinely new information. Unstructured means free naturally 
occurring texts as opposed to HyperText Markup Language 
(HTML), eXtensible Markup Language (XML), and other 
scripting languages. In text mining, the goal is to discover 
unknown information, something that no one yet knows and so 
could not have yet written down [2]. [3] referred to it as a 
collection of methods used to find patterns and create 
intelligence from unstructured data. 

Text mining techniques are used to draw out the occurrences 
and instances of key terms in large blocks of text, such as 
articles, web pages, complaint forums, or Internet chat rooms 
and identify relationships among the attributes [4]. Often used 
as a preparatory step for data mining, text mining often 
translates unstructured text into a useable database-like format 
suitable for data mining for further and deeper analysis [5].  
[3] also described text mining as an emerging technology that 

can be used `to augment existing data in corporate databases 
by making unstructured text data available for analysis.  

Generally research publications have been on the increase 
globally. As a result, different areas are being covered such as 
science, engineering, agriculture, medicine and education. 
However, it is a time consuming task to determine manually 
the areas being focused on by authors who are publishing in 
these journals.  In this study, a framework for discovering the 
research trends in Computer Science in the last three decades 
was developed using text mining techniques.  

This work used an ISI indexed journal called Journal of 
Computer Science and Technology (JCST). The trending of 
topics published in papers in JCST across two decades was 
explored. 

There are three types of textual data for text mining. These 
include Title of the paper, Abstract of the paper and complete 
body of the paper [6]. The data used in this study were the 
abstracts with the keywords. Analysing the abstract of a paper 
is appropriate since it contains the detailed objective of a paper 
and did not contain extraneous items such as tables and images 
[6]. Three data sets were created with the number of 
observations (that is, paper abstracts) as shown in Figure 1.  
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Document 
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II. MATERIALS AND METHOD 

The framework for Research Trend discovery is presented in 
Figure 2.  

 

 

 

 

 

 

 

 

 

  

Figure 2: Framework for Academic Journal Articles (Trend Discovery) 

 

Document Collection: The first phase in Figure 2 is the 
document collection. In this phase, the abstracts of the 
academic journal (JSCT) were extracted as documents (doc, 
pdf and html) crawled from the internet.  These text 
documents were stored in different formats (pdf, doc, txt, html 
and xls). This depends on the nature and type of the text data. 
These contained the list of the abstracts of the volumes 
published in the years 2013, 2003 and 1993.  

Text Pre-processing: This is also known as tokenization or 
text normalization. It involves the process of text clean-up 
(advertisements from the web pages are removed as well as 
the tables, figure and formulas) and tokenization (splitting up a 
string of characters into a set of tokens). During term 
extraction, character text was first parsed into words. This 
process also stripped away words that conveyed no meaning. 
Adjectives, adverbs, nouns and multi-word were extracted 
from the document. Noisy data, such as, tags, punctuation 
marks, white spaces, special characters and digits were 
extracted as well. Also, certain words occurred very frequently 
in text data. Examples included “the” and “a”. These words 
were removed from the term collection because they had no 
meaningful content.  

Text Transformation/Attribute Selection: By creating a list 
of stop words and eliminating them, the number of indicator 
variables created was reduced.  After removal of stop words, 
stemming was performed. Word frequency and inverse 
document frequency were two parameters used in filtering 
terms. Low term frequency (TF) and document frequency 
(DF) terms were removed from the indexing of those 
documents. In “Bags of words” representation each word is 
represented as a separate variable having numeric weight. 

 

 

 

III. RESULTS AND DISCUSSION 

The abstracts were extracted from 
http://link.springer.com/journal/volumesAndIssues/11390. 
One well known subject classification system for Computer 
Science is the ACM Computing Classification System devised 
by the Association for Computing Machinery [7] [8]. 
Computer Science was divided into ten (10) subfields. The 
subfields included Algorithm and Data Structures, Artificial 
Intelligence, Communication and Security, Computer 
Architecture, Computer Graphics, Databases, Programming 
Languages and Compilers, Scientific Computing, Software 
Engineering, and Theory of Computation. Table 1 presents the 
article classifications for 1993, 2003 and 2013 while Table 2 
shows percentage distribution of article classifications. 
  

In the Text Extraction Process, all the abstracts were parsed 
into independent words. This process also stripped away words 
that conveyed no meaning. Adjectives, adverbs, nouns and 
multi-word are extracted from the document. Noisy data, such 
as, tags, punctuation marks, white spaces, special characters 
and digits were extracted as well.  Table 1 shows the clusters 
generated with the term frequencies and weights. Our 
suggested cluster labels were based on the descriptive terms 
and corresponding fields. 

 

TABLE 1: ARTICLE CLASSIFICATIONS FROM 1993 TO 2013 

No Descriptive Terms 1993 2003 2013 
1 Algorithms, Data Structures 33 27 24 
2 Artificial Intelligence, Automated Reasoning, 

Computer Vision, Natural Language Processing, 
Machine Learning, Robotics 

13 37 112 

3 Networking, Computer Security, Cryptography, 
Concurrent, Parallel & Distributed Systems 

51 128 221 

4 Computer Architecture, Operating Systems  17 70 157 
5 Computer Graphics, Image Processing 19 49 67 
6 Relational Databases, Data Mining 12 41 41 
7 Compiler Theory, Programming Language 

Pragmatics, Programming Language Theory, 
Formal Semantics 

49 6 20 

8 Computational Science, Numerical Analysis, 
Symbolic Computation, Computational 
Chemistry, Bioinformatics & Computational 
Biology,  Computational Neuroscience 

1 1 10 

9 Software Engineering, Formal Methods, 
Algorithm Design, Computer Programming, 
Human-Computer Interaction, Reverse 
Engineering 

0 5 34 

10 Theory of Computation, Automata Theory, 
Computability Theory 

33 50 91 
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TABLE 2: PERCENTAGE DISTRIBUTION OF ARTICLE 
CLASSIFICATIONS FROM 1993 – 2013 

 

No Descriptive Terms 1993 2003 2013 

1 Algorithm and Data Structures 14.5 6.5 3.1 

2 Artificial Intelligence 5.7 8.9 14.4 

3 Communication and Security 22.4 30.9 28.4 

4 Computer Architecture 7.5 16.9 20.2 

5 Computer Graphics 8.3 11.8 8.6 

6 Databases 5.3 9.9 5.3 

7 Programming Languages and 
Compilers 

21.5 1.4 2.6 

8 Scientific Computing 0.4 0.2 1.3 

9 Software Engineering 0.0 1.2 4.4 

10 Theory of Computation 14.5 12.1 11.7 

 TOTAL (%) 100 100 100 
 

A. Trends 
Trend analysis is used for identifying trends in documents 

collected over a period of time [2]. Identification of meaningful 
patterns and trends and the extraction of potential knowledge in 
large volumes of text data is an important task in various fields 
[9][10]. The appearances of specific terms across the two 
decades are used to understand the trends and research patterns 
of sub fields in Computer Science. A frequency value of ‘n’ for 
a term means that particular term was mentioned in the 
abstracts of ‘n’ distinct journals. Figure 3 shows the percentage 
of papers contributed for the ten disciplines across the period. 

 
Figure 3: Percentage of Papers Contributed For Ten Computer Science 

Disciplines From 1993 To 2013 

 

 

In Figures 6, most of the papers in 1993s (22.4%) were 
presented on Communications and Security followed by 
Programming Languages and Compilers (21.5%), Theory of 
Computation and Algorithms and Data Structures (14.5%), 
Computer Graphics (8.3%), Computer Architecture (7.5%), 
Artificial Intelligence (5.7%), Databases (5.3%), Scientific 
Computing (0.4) and Software Engineering (0.0%). The same 
trend was not observed in the following years. Percentage of 
papers published in Artificial Intelligence, Communication and 
Security, Computer Architecture, Computer Graphics, 
Databases and Software Engineering gradually increased from 
1993 through 2003 (as shown in Figure 5) while publications in 
Algorithm and Data Structures, Programming Languages and 
Compilers, Scientific Computing and Theory of Computation 
reduced drastically (as shown in Figure 6). However In 2013, 
there was a great increase in papers published in Artificial 
Intelligence, Computer Architecture and Software Engineering 
while in there was relatively fewer numbers of papers 
published in the other disciplines. This shows that the research 
direction is changing from pure mathematical foundations, 
Theory of Computation to applied computing, Artificial 
Intelligence in form of Robotics and embedded systems. 

Figure 4 shows the trend plot of the sub fields in Computer 
Science across the two decades. 

 
Figure 4: Trend Plot of the Sub Fields in Computer Science across the two 

decades 
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Figure 5: Gradual increase of some sub fields across the two decades 

 
Figure 6: Gradual decrease of some sub fields across the two decades 

Figure 6 shows the trend plot of various sub fields in 
Computer Science with much less representation in the papers 
compared to the large scale representation of the discipline as 
shown in Figure 5. 

 

TABLE 3: PERCENTAGE INCREASE OVER THE TWO DECADES 

Descriptive Terms 
% Increase over 

Decades 

Algorithm and Data Structures 21.34 

Artificial Intelligence 252.81 

Communication and Security 127.16 

Computer Architecture 271.00 

Computer Graphics 103.47 

Databases 100.26 

Programming Languages and 
Compilers 11.98 

Scientific Computing 293.44 

Software Engineering >300.44

Theory of Computation 80.92 

 

 

 

 
Figure 7: Percentage Increase over the Two Decades 

 

Table 3 and Figure 7 showed percentage increase over the 
two decades of various disciplines in JCST. Computer 
architecture, artificial intelligence, scientific computing, 
software engineering and communication and securities were 
the disciplines where highest percentage increase was recorded. 
The least were databases and computer graphics. It is widely 
known that the growth of computer hardware: processors, 
embedded systems (such as, mobile devices) and controllers 
occurred in 2000s and hence we can expect more papers 
published in Computer Architecture and Artificial Intelligence 

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 4, April 2015

87 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



during the decade of 2003. It is gratifying to observe that trend 
in the plot (Figure 7).  

IV. CONCLUSION 

In this work, text mining is applied to figure out trends in 
research topics related to various subfields in Computer 
Science academic journal articles within the period of two 
decades. This analysis can also be extended to find trends in 
research topics related to other disciplines in the academic 
journal articles. A similar approach can also be used to analyse 
many academic electronic journal articles (corpus) in other 
fields. Text mining has tremendous potential in identifying 
trending topics during a period of time.  
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Abstract—The keyed-hash message authentication code (HMAC) 
algorithm is a security tool primarily used to ensure 
authentication and data integrity in information systems and 
computer networks. HMAC is a very simple algorithm, and relies 
on hash functions that use a secret key. HMAC’s cryptographic 
strength is based on the use of effective cryptographic 
characteristics such as balancing and the avalanche effect. In this 
study, we develop a new algorithm, entitled dynamic HMAC (d-
HMAC), to improve and enhance the cryptographic 
characteristics of HMAC. The improved algorithm provides 
stronger resistance against birthday attacks and brute force 
attacks. To achieve this objective, HMAC constant values ipad 
and opad are dynamically calculated in d-HMAC. Values for ipad 
and opad will be obtained from the HMAC input message, the 
public key of the receiver, and a substitution-box (S-box) table 
with enhanced security characteristics specifically created for this 
purpose. We demonstrate that the improved d-HMAC algorithm 
is more resistant to known cryptographic attacks, and prove that 
it exhibits similar or better cryptographic characteristics than 
HMAC. 

Keywords-cryptography; data integrity; authentication; MAC; 
HMAC; hash functions; SHA-256 

I.  INTRODUCTION  

Authentication is one of the primary aspects of security, 
because it confirms the identity of the source and ensures that 
data has not been altered. Message authentication codes 
(MACs) are one of the most important authentication and data 
integrity tools. In this study, we will improve the functionality 
of HMAC, which is a type of MAC that uses hash functions. 

Compared with other MAC types, HMAC is considered 
more effective, as described by [12]: 

• MAC uses encryption algorithms that are relatively 
slow. 

• Many hardware cryptographic tools are built to 
manage large volumes of data. 

• Many cryptographic algorithms require licenses, 
whereas HMAC is free of charge. 

. 
HMAC is a cryptographic tool that ensures authentication 

and data integrity [2,5]. HMAC is used in data exchanging and 
warehousing, to ensure the validity of the source. HMAC is a 
specific type of MAC function that can use any type of hash 

function that uses a secret key shared between two parties, to 
process an input message m. HMAC is one of the most 
prominent cryptographic algorithms, and is used to ensure that 
saved or exchanged data is not changed (intentionally or 
accidently) without authorization. HMAC uses two values, 
ipad and opad, to ensure that keys are pseudorandom. These 
values are fixed and known, which causes security weaknesses 
against known cryptographic attacks [13]. 

In this study, we present an improved d-HMAC algorithm, 
which uses dynamic ipad and opad values to provide more 
robust security than HMAC. Dynamic ipad and opad values 
increase the d-HMAC algorithm’s resistance to known 
cryptographic threats such as birthday and brute force attacks. 
Furthermore, d-HMAC is an effective tool for creating 
pseudorandom initial values for hash functions. 

Cryptographic tests will be conducted against different 
types of security weaknesses; this will show the effectiveness 
of d-HMAC compared with HMAC, and demonstrate d-
HMAC’s useful cryptographic properties, including balance 
and avalanche effects. 

List of important symbols used in this paper (National 
Institute of Standards and Technology, 2002): 

h Hash function: SHA-256. 
b Number of bits in block h. 
IV Hash function initial value. 
m Input data processed by HMAC. 
Yi Message m ith blocks, 0 ≤ i ≤ (l-1). 
l Quantity of blocks in message m after bit 

padding. 
N Lengths of message digest. 
K Secret key, if K length > b then K = h(K). 
K+ K padded with zeros. 
ipad Inner pad of (36H) reiterated b/8. 
opad Outer pad: (5cH) reiterated b/8. 
h(m) Message digest for d-HMAC with n bits 

length. 
Y 
⊕  

All possible message digests. 
XOR operation (bitwise exclusive-OR). 

 
This paper is organized as follows: in Section 2, hash 

functions are introduced; in Section 3, HMAC functions are 
explained; in Section 4, the improved d-HMAC algorithm is 
described; in Section 5, test results are presented; in Section 6, 

89 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  
Vol. 13, No. 4, 2015 

d-HMAC’s improved resistance to cryptographic attacks is 
presented; in Section 7, we present our conclusions. 

II. HASH FUNCTIONS 

A hash function is a cryptographic tool used to ensure the 
integrity of data by preventing unauthorized or accidental 
modifications. A hash function may also be called a 
manipulation detection code (MDC). Moreover, hash 
functions are also used for other cryptographic applications, 
such as digital signatures and password storage [8,11]. 

A hash function is a function h: M→Y that must fulfill the 
following requirements (where m∈M, y∈Y): 

• It compresses message m with a distinct length to 
message digest h(m)∈Y with a fixed length. 

• It can straightforwardly compute message digest h(m) 
for any message m. 

• It is computationally infeasible to compute any m'∈M 
for most y∈Y where y = h(m') (one-way characteristic). 

• It is computationally infeasible to compute another 
message m' for message m where h(m) = h(m') (pre-
image resistance characteristic). 

• It is infeasible to compute two different messages m and 
m' where h(m) = h(m') (Second pre-image resistance 
characteristic). 

 
The hash function transformation “Fig. 1” for message 

m = m1||m2||…||mt is divided into fixed length blocks m1, m2,…, 
mt and can be described as follows: 
 

IVH =0  

( )1, −= iii HmH ϕ , Where ti ,...,2,1=  

tHmh =)(  

 
Where message m and fixed initial value IV are the input of 
the hash function, Hi is the chain variable calculated by 
compression function ϕ  and the ith block of m, and the output 

result is h(m). h(m) has different names in the cryptography 
literature, including hash result and fingerprint [10,11]. In this 
paper, it is referred to as the message digest. The hash function 
structure is depicted in Fig. 1 [8]. 

 
HMAC and d-HMAC can use any type of hash function, 

including MD5, RIPEMD-160, SHA-256, SHA-512, and 
PETRA. Most hash functions have constant initial values, 
except the PETRA hash function, which has dynamic initial 
values [3]. In this paper, we will focus on the SHA-256 hash 
function; thus, we will conduct all of our d-HMAC tests using 
SHA-256 [6]. 

 

Compression 
function φ 

Input data 
m 

Hash result 
h(m) 

Hi 

Hi–1 

H0=IV 

 

Figure 1.  General model of the hash function h 

III.  KEY-HASHED MESSAGE AUTHENTICATION 

CODE (HMAC) 

Authentication is one of the primary aspects of security 
[17], and ensures the authenticity of senders, receivers, and 
data. It confirms that senders and receivers are who they 
claim to be. MAC is one of the main cryptographic tools used 
to ensure authentication. MAC can be constructed by using 
block cipher algorithms, or by using a hash function that 
employs a secret symmetric key. In this work, we will focus 
on HMAC, which is a specific type of MAC that uses hash 
functions and secret keys. 

The main design objectives of HMAC functions are as 
follows [2]: 

• HMAC can use any type of hash function as it is. 
Most hash functions are available free of charge. 

• HMAC does not interfere with the hash function, thus 
its performance is not negatively affected. 

• HMAC prefers to use readily available keys in a 
straightforward manner. 

• HMAC’s algorithm is simple and easy to modify, 
allowing the security level or speed of the underlying 
hash function to be upgraded if necessary. 

 
We assume that HMAC can use any hash function h 

without modifications and secret key K. Hash function h will 
execute based on compression function ϕ  for a message m 

containing l blocks. The length of each block l in bits is 
denoted by b, which indicates that l * b will equal the length 
of message m after bit padding. We denote by n the length of 
the message digest in bits. In our research, we use SHA-256 
functions, which results in n = 256. The length of shared 
secret key K can equal b or less; for keys longer than b bits, a 
hashing computation must be performed using the h function. 
HMAC’s designers recommend using a K that is at least n 
bits long. Using keys with lengths less than n is discouraged, 
because it reduces the strength of HMAC’s security 
functions. 
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HMAC’s designers recommend the use of highly random 
keys, and they recommend changing keys as a standard 
security practice. This minimizes the negative consequences 
of exposed keys, and mitigates threats that depend on the 
collection of data calculated by HMAC using the same key, 
such as offline brute-force attacks. 

It is advantageous to improve hash functions to use 
dynamic initial values IV instead of fixed values. 
Furthermore, HMAC calculates intermediate values of 
(K+ ⊕ opad) and (K+ ⊕  ipad) once for the same k. These 
intermediate values will be used many times to authenticate 
the same key; as a result, these values, including the secret 
keys, must be protected against any type of disclosure [15]. 
 
The main equation of HMAC is defined as follows, Fig. 2: 

 

( ) ( )( )mIpadKhOpadKhmHMACK ,, ⊕⊕= ++    (1) 

HMAC can be calculated using the following steps [2]: 
1. K+ is calculated by padding zeros onto K’s left side to 

increase its length to b-bits.  
2. Calculate Si of b-bit length by XORing ipad with K+. 
3. Concatenate Si with m to be equal to m’. 
4. Calculate message digest h(m’) for m’ by using h. 
5. Calculate S0 of b-bit length by XORing opad with K+. 
6. Concatenate h(m’ ) with S0 to be equal m”. 
7. Calculate message digest h(m”) for m” by using h to 

get the final result for HMAC. 
 

We can conclude that the main objective of using distinct 
constant values for ipad and opad in HMAC while 
calculating the message digest twice is to avoid cases in 
which: 

 
K+ ⊕ ipad OR   

K+ ⊕ opad will be a string of zero values 
 

 
HMAC algorithm keys must have cryptographic 

characteristics that define their length, randomness, and 
complexity [2]. In terms of HMAC design principles, the bit 
length of key K can be any arbitrary size. The optimal size of 
K is equal to b size. For key sizes less than n bits are not 
recommended because it could weaken the cryptographic 
properties of the HMAC algorithm. Using a key K with a size 
greater than n bits does not add any cryptographic value to 
the algorithm. In cases in which the key’s randomness 
characteristics must be increased, using a key larger than n is 
considered to be an advantage.  (Keys longer than b bits are 
first hashed using h). 

 

 H 

 

h(Siǁm) SO 

Initial IV 

n bits 

n bits

 H 

v 

Initial IV 

HMACk(m) 

n bits

K
+ 

Ipad 

b bits

SI m0 m1 

K
+ 

Opad 

ml-1 

m 

b bits b bits 

 
Figure 2.  HMAC algorithm calculation 

 
Furthermore, HMAC keys have two additional properties. 

First, the key must be random and calculated using an 
effective random value generation tool. Second, keys must be 
changed periodically, or a one-time key method must be used. 
There is no established guideline that specifies how many 
times a key can be repeated when guarding against attacks on 
HMAC and MAC algorithms. However, key changing is a 
cryptographic practice that is known to increase the strength of 
any cryptographic tool; such a practice will limit the exposure 
of keys [2]. 
 

HMAC functions can be compromised by one of the 
following schemes [9]. First, an attacker can compute hash 
results using a hash compression function, by using an 
exhaustive search attack (brute force attack) on the secret key 
in 2n trials; second, the attacker can use a birthday attack to 
find two distinct messages m1 and m2 to calculate hash results 
h(m1) and h(m2), where h(m1) = h(m2). A birthday attack 
requires 2n/2 trials to identify collisions for the selected hash 
function. In our case, we will require 2128 trials to break SHA-
256. Although 2128 is a large number to calculate in logical 
time, the growing power of computers increases the threat that 
offline attacks will be used to find collisions. However, this 
attack can be effective only by guessing K. This can be 
accomplished by intercepting hash results calculated by the 
HMAC function, and using the same secret K to perform 
cryptographic attacks on these hash results. 
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IV.  DESCRIPTION OF IMPROVED D-HMAC 

ALGORITHM 

 
Improved d-HMAC [1] operates in a manner similar to 

HMAC, but uses dynamic values for ipad and opad instead of 
fixed values. The calculations for ipad and opad depend on 
three parameters: the content of message m, the S-box table, 
and the receiver’s public key eR. The main purpose of using 
these parameters in this work is to calculate different ipad and 
opad values for distinct messages m, and to calculate different 
ipad and opad values for distinct receivers, which are denoted 
by R. Improved d-HMAC is expected to be more secure than 
HMAC, because it utilizes dynamic ipad and opad values 
[12]. 

In this paper, we developed an algorithm to create and 
calculate ipad and opad dynamically with effective 
cryptographic properties. Several tests have been conducted to 
prove that the d-HMAC algorithm is superior to the HMAC 
function. 

We will discuss two HMAC cases and explain how our 
improvements will solve the weaknesses presented below. 
These weaknesses make HMAC vulnerable to threats such as 
birthday and exhaustive attacks [13]. 
 
Case 1: Data m is sent to many recipients using the same 
content and the same secret key K, which results in a similar 
HMACK(m) for all recipients. This enables an attacker to 
collect message digests for message m, to generate offline 
attacks against HMAC. This weakness can be settled by 
sending distinct message digests HMACK(m) to recipients for 
the same data and key. Improved d-HMAC uses the public 
key eR of the receivers, where every receiver has its own 
unique public key. This improvement will prevent an attacker 
from initiating an offline attack. 
 
Case 2: Different messages are sent to the same recipient 
using the same secret key K. In this case, an attacker will 
collect messages m sent to the same recipient, knowing that 
they were calculated by HMAC with the same K, and 
subsequently attempt an attack. Obtaining some of the 
messages calculated by the same K will not break HMAC; 
however, it is a step toward increasing the attacker’s ability to 
launch an attack. In d-HMAC, this weakness was solved by 
calculating the dynamic values of ipad and opad according to 
the message m; thus, the sender can safely send any number 
of messages using the same key K. 
  
Algorithm 1 was developed to apply the ideas mentioned 
above, by calculating ipad and opad dynamically. It is 
depicted in Fig. 3. Message m and Public key eR and S-Box 
(table T) in Table 1 are the input values for which the 
dynamic values of ipad and opad will be calculated. 

 

 

Algorithm 1 (dynamic calculation for ipad, opad values)  

Input: message m, public key eR, T. 
Method: 

1. w = h(m) 

2. ip= w ⊕  eR 

3. A="", B="", g=0. 
4. for i= 1 to n/4 do 

   begin 
          g=g+1 

x=""; y=""; 
         for j=0 to 3 do  

    begin 
x = x || ip[(g* i)+j] 

end; 

y = x  
  s = T[Decimal(x)]; 

z = Binary(s), where length of z equals 4 bits 
A =  A || z 
v = T[Decimal(y)]; 
w= Binary(v), where length of w equals 4 

bits 
B =  B || w 

end, 
5. ipad’ = A, opad’ = B. 

Output: ipad’, opad’. 

TABLE I.  S-BOX (T) 

0 1 2 3 
0 5 3 9 12 

1 9 10 3 9 

2 6 12 5 6 

3 3 6 12 10 

(a) 
Value 

0 5 

1 3 

2 9 

3 12 

4 9 

5 10 

6 3 

7 9 

8 6 

9 12 

10 5 

11 6 

12 3 

13 6 

14 12 

15 10 

(b) 
 
Note 1. To maintain the balancing property, the 4-bit values 
used in the S-box of in Table 1 all have two “0” bits and two 
“1” bits. 
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Figure 3.  Dynamic ipad’ and opad’ generation 

Algorithm 1 represents the methodology for calculating the 
dynamic values of ipad’ and opad’. Such a calculation 
depends on three parameters in d-HMAC: the message m, the 
S-Box table, and the public key with length n from receiver eR. 
Improved d-HMAC can use any type of hash function with 
different message digest lengths. Further, it can use any S-Box 
table with sufficient nonlinear characteristics. In this research, 
we focus on using the SHA-256 hash function with a 256-bit 
message digest, and on using table 1. 
 

The following steps explain how ipad’ and opad’ are 
calculated in algorithm 1: 

  
1. Calculate message digest h(m) by using the SHA-256 

hash function on m.   
2. XOR message digest of message h(m) with eR. 
3. Use S-Box to calculate ipad’ and opad’. 

 
The S-Box [16] was created to maintain balancing 

properties and nonlinearity. The S-Box’s input and output both 
contain four bits. To explain S-Box calculations, we will 
review the following example, in which S-Box input = b1, b2, 
b3, and b4: 

 
1. Concatenate x = (b1||b2||b3|| b4). 
2. Calculate y, where y is the complement of x. 
3. Transform the 4-bit x into a decimal value from 0 to 15. 
4. Select s and v from T, where s = T[x] and v = T[y]. 

5. Transform s to z and v to w, where z and w both contain 4 
bits. 

6. Concatenate z to A and concatenate w to B. 
7. Repeat steps 1 through 6 to reach n bits. 
8. Save the final value of A to ipad and B to opad. 

In algorithm 1, we developed a calculation to preserve the 
maximum Hamming distance of ipad and opad. 

The Hamming distance of two Boolean functions f and g, 
indicated by d(f, g), can be calculated as follows: 
 

d(f,g) = 
{ }
∑

∈ n,x 10

 f (x) ⊕ g(x). 

Where  f, g: ∑n → ∑  are Boolean functions. 
 
The Hamming distance for the two bit strings ipad and opad is 
calculated as following: 

d(ipad’,opad’) = 
{ }
∑

∈ n,x 10

ipad’ ⊕ opad’ 

S-box 
S-Box values, which are used to calculate ipad’ and opad’, 

are introduced in Table 1. The two-dimensional table T (a) 
consists of four columns and two rows. Each integer in the T 
table can be transformed into 4-bit binary values. We have 
selected values 3, 5, 6, 9, 10, and 12, which can be presented 
in binary as [0011], [0101], [0110], [1001], [1010], and 
[1100], respectively.  
We considered two main cryptographic criteria in the 
construction of the S-Box: 
 
• Balancing property: The values above fulfill the 

balancing cryptographic criteria [18,19]. The balancing 
property is an important cryptographic criterion, in which 
the number of ones and zeros in a string S with n bits will 
both equal n/2; in other words, the string contains an 
equal number of ones and zeros.  
 

• Hamming distance: The distribution of values in table 1 
was generated to maximize the Hamming distance of 
ipad’ and opad’. 

 
The d-HMAC function calculation mentioned in Fig. 4 is 

as follows: 
 

( ) ( )( )mIpadKhOpadKhmHMACd K ,',' ⊕⊕=− ++         (2) 

Hash 

m 

ek 

S-Boxes 

Ipad’ Opad’ 
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V. TEST RESULTS OF IMPROVED D-HMAC 

AGAINST HMAC 

Improved d-HMAC is based on HMAC and it works in a 
similar manner, as mentioned in Section 3. These 
improvements are intended to enhance the security properties 
of HMAC, by increasing its resistance to different types of 
attacks. One of the advantages of improved d-HMAC is that it 
does not require any intermediate values to be stored, because 
these values are dynamically calculated for different recipients 
and different messages. Therefore, there is no need to 
implement a technique to protect these values from 
unauthorized disclosure. 

Furthermore, improved d-HMAC does not require key 
frequent changes, because a random initial value is generated 

dynamically according to the recipient and the content of the 
message. The improved d-HMAC tests conducted in this study 
revealed that the modifications performed on HMAC to create 
d-HMAC had no negative impact on HMAC’s main 
cryptographic characteristics; in some cases, it improved them. 
 

Three types of tests were conducted. First, we compared 
the speed of improved d-HMAC against HMAC; in this test, 
both d-HMAC and HMAC used the SHA-256 algorithm. 
Second, we compared the algorithms’ performance in terms of 
the avalanche effect. Third, we compared the balancing 
property [19]. All results are presented in tables and charts. 
The algorithms in the tests were implemented using C# 2010, 
and executed on an Intel Core i7 2.10 GHz processor running 
Windows 7 in 64-bit mode. 

The Hamming distance method is used to calculate the 
avalanche effect and balancing properties by using XOR 
operations performed on the output bit string. The Hamming 
distance d for messages m1 and m2, in cases in which they are 
the same size n, can be calculated straightforwardly by 
counting ones in the set bits of m1 ⊕ m2 and 0 < d < n. The 
Hamming distance for m1 and m2 equals zero in cases in which 
m1 = m2, because there is no difference between m1 and m2 at 
the bit level. The Hamming distance for m1 and m2, where m1 
is a complement for m2, equals n. 

 

A. Speed test  

As expected, d-HMAC required approximately twice the 
processing time as HMAC, because of the dynamic 
calculations for ipad and opad using the original message m 
(Roberts, 2008). These tests were conducted using files 
ranging in size from 1 MB to 100 MB; on our system, file 
sizes smaller than 1 MB generated processing times of 
approximately 62 ms and less for HMAC and 107 ms for d-
HMAC, including hard drive access time (Table 2). 
 

TABLE II.  SPEED TEST FOR D-HMAC AND HMAC 

File size (MB) HMAC (s) d-HMAC (s) 
1 0.062 0.107 
5 0.189 0.443 
20 0.901 1.886 
50 1.844 3.634 
100 3.210 6.169 

B. Avalanche effect test  

The Avalanche effect is one of the primary design 
objectives for hash functions and any cryptographic tool; if an 
input message or secret key is changed slightly, approximately 
half of the output bits will be changed. Approximately 10,000 
random sample inputs were tested for HMAC and d-HMAC; 
each avalanche effect test result listed in Table 3 represents a 
change of one input bit. In addition, 10,000 random key 
samples were tested for HMAC and d-HMAC; in these tests, 
one bit in the key was changed each time. The results are 
presented in Table 4. 
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TABLE III.  AVALANCHE  EFFECT RESULTS ACCORDING TO 
MESSAGE BIT CHANGING 

XOR results HMAC (bits) d-HMAC (bits) 
MIN 97 97 
MAX 157 159 

Average 128.003 127.956 

 

TABLE IV.  AVALANCHE  EFFECT RESULTS ACCORDING TO KEY 
BIT CHANGING 

XOR results HMAC (bits) d-HMAC (bits) 
MIN 103 105 
MAX 152 150 

Average 127.775 128.295 

 

C. Balance of ones and zeros test  

Balancing is one of the primary design objectives for hash 
functions and cryptographic tools, in which the output bits 
contain approximately equal numbers of 1’s and 0’s. Ten 
thousand random input samples were tested for HMAC and d-
HMAC; in these tests, one bit in the input string was changed 
each time (Table 5). Moreover, 10,000 random key samples 
were tested for HMAC and d-HMAC; in these tests, one bit in 
the key was changed each time. The test’s results do not 
indicate significant differences between d-HMAC and HMAC; 
see Table 6. 

TABLE V.  BALANCE RESULTS ACCORDING TO MESSAGE BIT 
CHANGING 

XOR results HMAC (bits) d-HMAC (bits) 
MIN 98 98 
MAX 162 157 

Average 127.962 128.062 

 

TABLE VI.  BALANCE RESULTS ACCORDING TO KEY BIT 
CHANGING 

XOR results HMAC (bits) d-HMAC (bits) 
MIN 106 106 
MAX 149 149 

Average 127.829 127.899 

 

From the d-HMAC versus HMAC test results, we can 
conclude that the modifications required to create the 
improved d-HMAC preserved useful cryptographic properties; 
in some tests involving balancing and the avalanche effect, 
improved d-HMAC appears to exhibit better cryptographic 
characteristics than HMAC. The only difference is speed, 
where the improved d-HMAC requires approximately twice as 
much time as HMAC to perform calculations, which can even 
be a plus in password storage technology. 

VI.  D-HMAC RESISTANCE AGAINST 

CRYPTOGRAPHIC ATTACKS  

One of the known attacks that can be used against HMAC is 
to collect many hash results that generate the same secret key 
K; this allows an attacker to initiate an offline attack by 
estimating the secret key. In contrast, it is infeasible to collect 
distinct messages calculated by the improved d-HMAC 
algorithm using the same secret key, because ipad’ and opad’ 
are always dynamically generated. As a result, d-HMAC is 
more resistant against cryptographic attacks than HMAC. 
Moreover, the HMAC function must securely store 
intermediate values [2], while improved d-HMAC does not 
require any cryptographic policy or tool to store any 
intermediate values (K+ ⊕  ipad’) and (K+ ⊕  opad’), as these 
values are dynamically calculated. 

 

Programmers using HMAC for authentication must 
establish a secure method of saving intermediate values, which 
can be a serious vulnerability. In improved d-HMAC, there is 
no requirement to store these intermediate values, because 
they are dynamically calculated. 

Finally, improved d-HMAC preserves useful cryptographic 
characteristics. The tests results show that improved d-HMAC 
did not compromise the avalanche effect or balancing 
properties. 

VII.  CONCLUSIONS 

Our tests proved that using dynamically calculated ipad and 
opad values increases d-HMAC’s resistance to attacks [13], 
and does not negatively affect the avalanche effect or 
balancing. The dynamic ipad and opad values used in d-
HMAC enable a sender to send as many messages as required 
to any number of recipients using the same key, and eliminate 
the possibility of an attacker collecting the message digests 
ipad and opad will be different, depending on the recipient. 
Furthermore, the sender can also send distinct messages to the 
same recipient using the same key, because ipad and opad 
values are changed with each calculation for these different 
messages. We also improved the S-box tables used in ipad and 
opad calculations by improving the cryptographic 
characteristics. Additionally, the tests showed that d-HMAC 
and HMAC have similar cryptographic characteristics.  

We improved the d-HMAC function to be more resistant to 
brute-force attacks than HMAC. Additionally, the improved d-
HMAC function uses ipad and opad values that are calculated 
dynamically, depending on several input parameters 
mentioned in this paper. This strategy can generate robust 
random strings that can be used in hash functions as initial 
values. As a result, SHA-256 and other hash functions having 
message digest sizes larger than 255 bits are more collision 
resistant to known attacks. 
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The developments and changes we implemented did not 
compromise cryptographic criteria such as the avalanche 
effect and balancing properties; this was proven by our tests 
described in Section 5. 

In future work, we will expand the S-box table and improve its 
cryptographic characteristics. Furthermore, we will make the 
S-box dynamic, to more effectively control the algorithm’s 
calculation speed, which can be helpful to use d-HMAC in as 
a password storage function.Authors and Affiliations 
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Abstract:  
Hadoop is nothing but a “framework of tools” and it is a java based programming framework (In 
simple terms it is not software). The main target of hadoop is to process the large data sets into 
smaller distributed computing. It is part of the Apache project sponsored by the Apache Software 
Foundation. As we observe in database management system, all the data are stored in organized 
form by following the rules like normalization , generalizations etc., and hadoop do not bother 
about the DBMS features as it stores large amount of data in servers. We are studying about 
Hadoop architecture and how big data is stored in servers by using this tools and the 
functionalities of Map Reduce and HDFS (Hadoop File System). 
 
Keywords: Big Data, HDFS, Map Reduce Task Tracker, Job Tracker, Data Node, and Name 
Node.  
 

Introduction- 
Big Data Introduction: We probably heard 
about Big Data[1], but we may wondering 
what is it and why we should care. Ok, for 
starters big data is like data is getting bigger 
for a while now. From dawn of a time to less 
than a decade ago mankind generated about 5 
Exabyte’s of data. In 2012 global data 
brought to 2.7 Zetta byte of data which is 500 
times more data than all data ever generated 
in 2003.  And it has grown 3 times bigger in 
2015. Some of the reasons that data is getting 
bigger[2] is that continuously being 
generated more sources and more devices. 
Much back data is like videos, photos, 
comments and social media comments on 
web sites is unstructured. That means data is 
stored in structures pre defines tables, instead 
it’s often made up of volumes of text dates 
numbers in fact they are typically free from 
by nature. Certain data sources are arriving 
so fast not even a time to store the data 
before applying analytics to it. That is why 
traditional data management and analytics 
tools unable to store, process and analyze big 

data. So we could just ignore big data after 
all it’s worth the efforts? Turns out, it is. A 
recent study concluded only 10-15% 
organization would take full advantage of big 
data. In order to generate that level of insight 
and competitive advantage from big data 
innovative new approach and technologies 
are required because big data we looking at is 
like a mountain. 
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Imagine a logistic company mining data on 
truck pickup and delivering schedule on real 
time traffic patterns. The data they are using 
combines real time GPS speed from trucks. 
Public traffic pattern data or if I take cargos 
from data. Imagine they get a call from a new 
pickup, which truck should they send? The 
closest one right. So what if the route to the 
closets truck has heavy traffic jam? What if 
the cargo loaded on that truck doesn’t allow 
space for new data? May be the route for that 
truck involve a series of great changes. In 
that case closest truck is not the best choice. 
They might b more costly less efficient or 
unable to service the customer needs. But the 
only way to arrival of optimal decision is to 
analyze multiple big data sources in real 
time. 

                                         

 
                                                                Big 
Data = Big Impact 
 
INTRODUCTION 
As we see in our daily routine entire world 
has become an E-world (electronic world in 
common terms). So we can say increase in E-
World in directly proportional to increase in 
data, so we required large no of servers to 
save the data. 
 
To overcome this problem hadoop came into 
existence. Hadoop is so profound and 
powerful java tool which process large data 
into small data computations. Hadoop was 
created by Doug Cutting and Mike 
Cafarella in 2005 and Doug Cutting, who 
was working at Yahoo at the time named it 
after his son's toy elephant. And later they 
donated hadoop to apache so now we can say 
that hadoop is directed under the control of 
apache. 
 
Hadoop architecture is playing a very 
important role in breaking of large data in to 
small data sets. In this paper we will know 
about architecture how the data[7] will get 
spitted and get computed and all its 
functionality. 
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Here comes a question in mind, how does 
Facebook, Google, Online marketing 
(retails), and all does store large amount of 
data? 
 

The reason behind is all these frameworks 
uses hadoop system. The main reason hadoop 
came into existence of 3 factors. 
 

They are velocity volume and verity. 
Velocity, large amount of data is coming 
with very high speed. Volume, large amount 
of data increasing day by day with huge 
volume. Verity, Data which are lots of verity. 
Ex: Audio, Video and etc. 
 

Big data is creating large and growing files 
which are measured in terabytes (10^12) and 
petabytes (10^15) and the data is 
unstructured, we do not need relational 
models. This huge data is coming from tons 
of sources like users, applications like 
Facebook, yahoo, twitter etc, system, sensors 
and on and on. 
 

The main problem hadoop is fixing is that in 
traditional hard disk transfer rate of data will 
be approx 60-100 MB/s and in hadoop there 
will be around 250-500 MB/s. 
 

A.   Reasons for hadoop evolution 
 

Traditional Approach: when an enterprise 
will have a powerful computer it will process 
with very high speed it performance will be 
high and we can say computer is scalable. 
But there will be a certain point even a 
powerful computer cannot process Big Data. 
Now we can say computer is not scalable. 
This was one of the main reason hadoop 
came into existence. 
 

Hadoop Approach: The main target of 
hadoop is to break Big Data[4] into smaller 
pieces and store into Commodity Hardware 
(Numerous Low Cost Computers known as 
Commodity Hardware). We do not require 
any powerful computers. At the same time all 
the computations are done on distributed 

system as well. All these computations are 
done at the same time and results send back 
to the application[6]. 
 

B.   Hadoop simple Architecture  
                      

 
 

Hadoop Architecture consisting of three 
simple things i.e. MapReduce, HDFS, 
Projects. Hadoop MapReduce is a software 
framework for easily writing applications 
which process vast amounts of data (multi-
terabyte data-sets) in parallel on large 
clusters (thousands of nodes) of commodity 
hardware in a reliable, fault-tolerant manner. 
Hadoop Distributed File System (HDFS) is a 
Java-based file system that provides scalable 
and reliable data storage that is designed to 
span large clusters of commodity servers. 
Finally the projects, as we said hadoop is 
framework of tools so all the tools come 
under this project. Some examples for 
projects are Hive, HBase, Mahout, Pig, 
Oozie, Flume, Sqoop etc. 
 

Hadoop consisting of two nodes:- 
1. Slave node 
2. Master node. 

 

1. Slave Node: Slave node are having two 
major components 

• Task Tracker. 
• Data Node.  
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1.1 Task Tracker: The job of task tracker is 
to processes the piece of task that has been 
given to this particular node. 
 

1.2 Data Node: The job of data node is to 
manage piece of data that has been given to 
this particular node. 
 

There can be n number of slave nodes. Here 
data is clustered in to these numerous slaves.  
 

2. Master Node: The reason this is said to be 
a master node is that, master node having two 
another major components along with task 
tracker and data node. 
1.1 Job Tracker.  
1.2 Name Node. 
                                                       

 
 

1.1 Job Tracker: The role of job tracker 
component is to break higher task into 
smaller pieces and it will send each small 
computation to task trackers including its 
own. And after completing it will send back 
its results to the job tracker and it will 

combine the results and it will send back to 
application. 
 

1.2 Name Node: It is responsible of keep an 
INDEX of which data is resigning on which 
data node. 
 

Interaction between Master node and Slave 
node 

 
 
Job Tracker and Name Node functionality 
and interaction between them is observed in 
figure   
 

MapReduce: Task Tracker and Job Tracker 
are the part of high level i.e. map reduce. So 
they all fall under the umbrella of map 
reduce. 
 

File System: Data Node and Name Node are 
the part of high level i.e. map reduce. So they 
all fall under the umbrella of file system 
called HDFS.  
 

Batch Processing:  
One of the attribute of hadoop is that is a 
“Batch Processing” set of tools. So 
application would assign or provide a task for 
hadoop to in form of a QUEUE. 
 

Once the task is completed it will inform 
application and results will be given back to 
application. 
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Direction flow of data: 
                                           

 
Here data flow directly when application 
comes in contact with master node and check 
the index on name node about the required 
information on which data node the data is 
residing. After the required information is 
gathered it directly goes to the application i.e. 
application doesn’t wait for the name node to 
give back result. This is one of the important 
features is that; time optimizing in getting 
back result.  
 

Fault Tolerance for Data and Master 
Backup: 

                                          

 
One of the basic and important thing that 
hadoop keeps in mind is Fault Tolerance. If 
any of the Data Node gets failed, system 
doesn't go in to stop state by default Hadoop 
maintain 3 copies of each file and these 
copies are scattered along different 
computers. If any one of the task trackers 
gets failed to do its task, job tracker will 
detect the failure and it assigns the same task 
to other task tracker. When Master node gets 
failed then the tables that are maintained by 
name node which contain tables are backed 
up and copied over different computers. The 
enterprise version of hadoop also keeps two 
masters. One the main master and other the 
backup master. 
 

Advantages of Hadoop:  
 

One of the main advantages of hadoop to the 
programmers is 
• Programmer need not worry about where 

the file is located name node will take 
care of it. 

• Programmer need not worry about how to 
manage files; hadoop will take care of it. 

• Programmer need not worry about how to 
break computations into pieces hadoop 
will take care of it. 
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• Programmer need not worry about 
writing the scalable programmers. 

 

Consistency: - Component failures during 
execution of a job will not affect the outcome 
of the job. 
 

Scalability: - Hadoop is highly scalable. As 
the no of slave nodes increases scalability 
also increases. Scalability of hadoop is linear, 
as we required processing speed to be 
increased then increase the no of computers.  
 

Usage Areas: 
There are tons of wide areas[3] where hadoop 
is used some of them are 
• Social Media: Facebook, Twitter, yahoo, 

YouTube etc. 
• Retail: e-Bay, Amazon etc. 
• Searching Tools: Google. 
• Companies: IBM etc. 
 And many more like American Airlines, The 
New York times and on and on. There are 
tons of users[5] who are using hadoop.  
 

Conclusion 
In this paper we have studied the entire 
architecture of hadoop and its functionality.  
It clearly explains that managing of big data 
in to clusters, how data is stored in numerous 
low cost computers (Commodity Hardware). 
Hadoop achieved Scalability and Consistency 
of data. As we seen in Database Management 
System we required organized data 
(following rows and columns) to store in 
server, we need follow normalizations 
techniques but where as in hadoop a 
programmer need not worry about relational 
data models.  
 

Future Scope: - According to Yahoo point 
of view by the year 2015 50% of the 
enterprise[8] will processed by hadoop. 
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Conclusion- 
Windows Azure runs on machines in 
Microsoft data centers. Rather than providing 
software that Microsoft customers can install 
and run themselves on their own computers, 
Windows Azure is a service: Customers use 
it to run applications and store data on 
Internet-accessible machines owned by 

Microsoft. Those applications might provide 
services to businesses, to consumers, or both. 
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Abstract

The study placed a particular emphasis on the so called data mining algorithms, but focuses
the bulk of attention on the C4.5 algorithm. Each educational institution, in general, aims to
present a high quality of education. This depends upon predicting the unmotivated students
before they entering in to final examination. Data mining techniques give many tasks that could
be used to investigate the students performance. The main objective of this paper is to built
a classification model that can be used to improve the students academic records in Faculty of
Mathematical Science and Statistics. This model has been done using the C4.5 algorithm as it
is a well-known, commonly used data mining technique. The importance of this study is that
predicting student performance is useful in many different settings. Data from the previous
students academic records in the faculty have been used to illustrate the considered algorithm
in order to build our classification model.

Keywords: Data mining, The C4.5 algorithm, Prediction, Classification algorithms.

1 Introduction

The main objective of Faculty of Mathematical Science and Statistics in Alneelain University is
to give quality education to its students and to improve the quality of managerial decisions. Thus,
one recommendation is detect knowledge from educational records to study the main attributes
that may affect the students performance in the considered faculty. This can be considered as an
important and helpful aspect in choosing the right decisions to improve the quality of education.
As well, it helps the academic planners in the faculty to enhance their decision making process with
respect to the following aspects: (1) improve the student’s performance; (2) improve teaching; (3)
minimize the failure rate; and (4) other benefits. Data mining analysis is a good option to achieve
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the aforementioned objective as it gives many tasks that could be used to investigate the student
performance.

When there is a need to data mining, the following question is forced upon researchers: What
is data mining? In brief, the generic term data mining refers to extracting or ”mining” knowledge
from large amounts of data. According to Suchita and Rajeswari (2013), it is a process of analyzing
data from different perspectives and summarizing it into important information in order to identify
hidden patterns from a large data set. The main functions of data mining are applying various
techniques and algorithms in order to detect and extract patterns of a given stored data set (Jiawei
et al., 2012). There are several studies in the literature which provide a comprehensive review of the
data mining applications. For instances, see Florin, G. (2011) and Jiawei et al. (2012). According
to Barros and Verdejo (2000) and Jiawei et al. (2012), data mining can be classified into various
algorithms and techniques, such as classification, clustering, regression, association rules, etc, which
are used for knowledge discovery from databases. These techniques should be fully understood and
appropriately characterized in relation to educational data analysis and should be theoretically
proved before they are used practically. A brief overview of some of these techniques is given in the
next section. For more detailed discussion of data mining, see Michael and Gordon (2004) as well
as Ian and Eibe (2005). Here, we have to make it clear that, this research restricts attention to only
consider the classification task for assessing student’s performance, specifically the C4.5 algorithm
is the main focus of this paper.

In this paper, student’s information, such as their degrees in the previous academic records
(annually) are collected to predict the performance at the end of the last year based on various
attributes. The study was done on the data set that has 124 graduate students. Further, we have
identified the important and necessary attributes that impact the student’s academic performance.
An application study is carried out using the Weka software and real time data set available in
the college premises. The paper aims to predict the student’s performance in the faculty result
based on the basis of his/her performance throughout the study period. The paper is organized
as follows: In Section 2, a background for data mining is provided, followed by a particular focus
on the decision trees modeling based on the C4.5 algorithm. Section 3 consists of our application
schemes study, including a description of the data set used in the analysis. The results are then
described and discussed in Section 4. The study concludes in Section 5, with a brief description of
some concluding remarks.

2 Data mining algorithms

As stated in Ian and Eibe (2005), data mining algorithms have become a huge technology system
after years of development. Generally, data mining has the following basic topics: (1) Classes:
stored data are used to locate objects in predetermined groups; (2) Clusters: data items are
grouped according to logical relationships or consumer preferences; (3) Associations analysis: data
can be mined to identify associations; (4) Sequential patterns: data is mined to anticipate behavior
patterns and trends; and (5) Prediction: data can be used to find out their trends and behavior
and to predict their future behavior according to the historical data stored in data warehouse.
As discussed earlier, the classification task is a focus of this article. Sun et al. (2008) stated
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that classification is a systematic technique based upon the input data to establish a classification
model. Moreover, the classification examples consists of the following algorithms: decision tree,
rule-based, Naiive bayes, etc. However, despite these number of classification methods, we focus on
the C4.5 algorithm which is one of the decision trees classification algorithm as it has been the data
mining approach of choice. The main aim of classification is to build a model in training data set
in order to predict the class of future objects whose class label is not known. There are two broad
topics in classification; these are: (1) Preparing the data for classification and prediction; and (2)
Comparing classification and prediction methods (Ian and Eibe, 2005). Furthermore, classification
employs a set of pre-classified examples to develop a model that can classify the population of
records at large. In general, the data classification process involves learning and classification. In
learning the training data are analyzed by classification algorithm. In addition, the classification
test data can be applied to estimate the accuracy of the classification rules (Florin, 2011).

2.1 Decision trees modeling - the C4.5 algorithm

Decision tree modeling is one of the classifying and predicting data mining techniques, belonging
to inductive learning and supervised knowledge mining. It is a tree-diagram-based method, de-
pending on two manners; the node on the top of its tree structure is a root node, and nodes in the
bottom are leaf nodes. Target class attribute is given to each leaf node. From root node to every
leaf node, there is a path made of multiple internal nodes with attributes. This path generates
rule required for classifying unknown data. Moreover, most of decision tree algorithms contain
two-stage task, i.e., tree building and tree pruning. In tree building stage, a decision tree algorithm
can use its unique approach (function) to select the best attribute, so as to split training data set.
The final situation of this stage will be that data contained in the split training subset belong to
only one certain target class. Recursion and repetition upon attribute selecting and set splitting
will fulfill the construction of decision tree root node and internal nodes. On the other hand, some
special data in training data set may lead to improper branch on decision tree structure, which is
called over-fitting. Therefore, after building a decision tree, it has to be pruned to remove improper
branches, so as to enhance decision tree model accuracy in predicting new data. Among developed
decision tree algorithms, the commonly used ones include ID3, C4.5, CART and CHAID. The C4.5
algorithm is an extension of the ID3 (Iterative Dichotomiser 3, it is a simple decision tree learn-
ing algorithm developed by Quinlan (1986)) algorithm, it uses information theory and inductive
learning method to construct decision tree. C4.5 improves ID3, which cannot process continuous
numeric problem. J48 is an open source Java implementation of the C4.5 algorithm in the WEKA
data mining tool. Further details of these algorithms can be found in Kass, G. V. (1980), Ian and
Eibe (2005) and Sun et al. (2008). Decision trees based on the C4.5 algorithm is a commonly used
classification techniques which extract relevant relationship in the data. The C4.5 algorithm is a
program that creates a decision tree based on a set of labeled input data. Further, the decision
trees modeling created by this algorithm can be used for classification, and for this reason, the
C4.5 algorithm is often defined as a statistical classifier. The C4.5 algorithm makes decision trees
using a set of training data, taking into account the concept of information entropy. The training
data can be defined as a set S = s1, s2, ..., of already classified samples. Thereafter, each sample
Si = x1, x2, ... is a vector, where x1, x2, ... denotes attributes of the sample. Then the training data
is augmented with a vector C = c1, c2, ... denotes the class to which each sample belongs.
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3 Application study

3.1 Data description

In this paper, we consider student’s data set that are pursuing Bachelor of Statistics, Actuarial
Science degree from Faculty of Mathematical Sciences and Statistics in Alneelain University. The
variables used for assessing the student’s performance as well as for building a predicted models
in the faculty were degree1, degree2, degree3, degree4 and degree5, corresponding to the students
degrees in the period from 2008 to 2013. The number of graduates selected was 124. As discussed
earlier, the study was focussed on the previous academic records of the students. The first fourth
student degrees have been used in order to predict the student degrees with respect to the fifth
degree. Of these 124 records in our data set, we set up that each record has five numerical attributes.
These attributes provide the annual degrees in which values ranged from 1 to 124. The data has
been preprocessing in three stages:

1. Convert the first fourth degrees into nominal data type according to the following syntax:

if in [40..59]:Pass,

if in [60..69]:Good,

if in [70..79]:V.Good

otherwise:Excellent

2. Handling the missing attribute information using the imputation technique. A useful discussion
in terms of the technical details of the imputation technique is given by Satty and Mwambi (2012)

3. Divide the class label into the three broad classes. This has been done using the following
syntax:

if less than 59: class C (students need extreme improvement to their degrees)

if in [60..79]: class B (students need a little bit improvement in their performance)

otherwise: class A (this class includes those students who were doing well)

3.2 The WEKA software

According to Remco et al. (2012), WEKA is defined as an open source application that is
freely available under the GNU general public license agreement. Firstly, this software has been
originally written in C, the WEKA application thereafter has been completely re-written in Java,
and is compatible with almost every computing platform. Generally speaking, it is a computer
program that was developed at the University of Waikato in New Zealand for the purpose of
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identifying information from raw data gathered from agricultural domains. It can be used to apply
many different data mining tasks such as data preprocessing, classification, clustering, and so on.
However, in this paper, we only placed a particular emphasis on considering the C4.5 algorithm as
it is a commonly used classification algorithm. More details of WEKA, including its characteristic
system, file format, system interface, the mining process can be found in Remco et al. (2012). It
accepts the data in specific formats, such as ARFF (Attribute-Relation File Format (ARFF), CSV
(Comma Separated Values) and C4.5.s format. These specific formats have been taken into account
in dealing with this paper.

3.3 Fitting a C4.5 algorithm

The main objective of fitting this algorithm is to provide a model that accurately predicts the
class of the unknown tuples or records. To do so, we used the following steps that represent basic
principle of working for this classifier: (1) We provide the training set that consists of the training
records along with their associated class label; (2) We build the classification model by applying
the learning algorithm used in respective technique; and (3) The model built is applied on the test
set that consists of the tuples that do not have the associated class label. This algorithm has been
carried out using the CRISP process. CRISP refers to CRoss Industry Standard Process, which
contains six stages. Figure 2 displays the link between them.

Figure 1: CRISP process

3.4 Measures for performance assessment

For a binary decision problem, a classifier labels examples as either positive or negative. The
confusion matrix or can be used constructed to make the decision that can be made by classifier.
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This matrix consists of four categories: True positives (TP) are examples correctly labeled as
positives, ; false positives (FP) correspond to negative examples incorrectly labeled as positive; true
negatives (TN) reger to negative correctly labeled as negative; and false negatives (FN) correspond
to positive examples incorrectly labeled as negative. We further define TPR as the true positives
rate, which is equivalent to Recall (would be briefly visited below). This matrix builds the so-
called recall and precision measures. Recall can be computed as Recall = TP/(TP+FN). Precision
measures that fraction of examples classified as positive that are truly positive. It can be calculated
as Precision = TP/(TP+FP). In fact, there are several basic measures that can be used to assess the
student’s performance. Such measures are readily usable for the evaluation of any binary classifier.
Consequently, to assess the performance of the data set mentioned above, we use these evaluation
criterions depending on the next measures: (1) Accuracy: it is defined as the number of correct
predictions divided by the total number of predictions; and (2) Error rate: It refers to the number of
wrong predictions divided by the total number of predictions. Furthermore, the description of each
measure here is shown below: The correctly classified instances show degree of test instances that
were correctly classified (Accuracy). The incorrectly classified instances show age of test instances
that were incorrectly classified (Error Rate); (3) The Kappa statistic: It was introduced by Cohen
(1960). Bartko and Carpenter (1976) has sated that Kappa is defined as a normalized statistic
measure of agreement that is computed by taking the agreement expected by chance away from the
observed agreement between the classifier and actual truth and dividing by the maximum possible
agreement. The possible value for Kappa lies in the range [-1, 1] although this statistics usually
falls between 0 and 1. The value of 1 indicates perfect agreement, however, the value of 0 indicates
that the agreement no better than expected by chance. So, when the value of k is greater than 0, it
implies that the classifier is doing better compared to chance thus indicating perfect agreement at
K = 1 else if the value of k is 0, then it denotes the chance agreement. A kappa with the negative
rating indicates worse agreement than that expected by chance. Now, let Pa and Pe denote the
percentage agreement and expected chance (hypothetical) agreement, respectively. Thus the Kappa
statistic can be expressed as follows: K = (Pa − Pe)/(1 − Pa). In our analysis, for computing k,
we have the total instances = 124. (4) F -Measure combines recall and precision scores into a
single measure of performance. It can be computed as F -Measure=2*(recall*precision)/(recall +
precision). (5) ROC area (Receiver Operator Characteristic) is commonly used to provide findings
for binary decision problems in data mining. Using it together with the recall and precision measures
we can get a more informative picture of the C4.5 algorithm.

4 Results and discussion

From the C4.5 classification algorithm, the decision tree is constructed, depending on the most
effective attribute(s) is/are given using the so called Entropy and the Gain information. Hence, to
achieve this construction, we needed to calculate the entropy of each features of the training images
by using C4.5 algorithm and measure the information gained for each features and take maximum
of them to be the root (Andreas and Zantinge, 1996). Entropy(S) =

∑n
i=1−Pilog2Pi, and the

Information Gain is given by Gain(S,A) = Entropy(S) −
∑ |Sν |

|S| Entropy(Sν), where where Pi is

the probability of a system being in cell i of its phase space,
∑n

i=1−Pilog2Pi gives the entropy
of the set of probabilities P1, P2, ..., Pn,

∑
is over each value ν of all the possible values of the
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Figure 2: Decision tree for students degrees data set

attribute A, ν is the subset of S for which attribute A has value ν, | Sν | is the number of element
in Sν , | S | is the number of element in S. Anyhow this paper is interested in finding out the
relationships between the considered degrees attributes. Therefore, decision tree is displayed in
Figure 1. This figure shows that, depending upon the information gain, the attribute deg3 has the
maximum gain and hence it comes at the top of the decision tree (decision tree algorithms use the
gain value to start splitting the tree with attribute having high gain and so on). The number of
leafs from the decision tree output was 16. The tree size that is obtained was 21, the time taken to
build our model was 0.02 seconds. Moreover, The partial tree below is the result of applying the
C4.5 classification algorithm model, in which the tree consists of 5 leaves marked with L1, L2, L3,
L4 and L5.

1. Deg3 = pass
2. | Deg4 = Good: C (12.0/4.0)
3. | Deg4 = pass
4. | | Deg1 = pass: C (8.0/2.0)
5. | | Deg1 = Good: B (6.0/2.0)
6. | Deg4 = V.Good: B (2.0)
7. Deg3 = Good: B (72.0/8.0)

The leaf L1 contains instances (12, 4) in the row number 2, node Deg4. Therefore, in this leaf
there were 16 records from the data set have classified in class C. The leaf L2 contains instances
(8, 2), which is to say that 10 records were classified in class C. L3 contains instances (6, 2) in row
number 5, Deg1 = Good, this implies that 8 records have been classified in class B. L4 consists
of instances (2) in row number 6, node Deg4 = V.Good, which means that this leaf has 2 records
that have classified in class B. Finally, L5 consists of instances (72, 8) in row number 7, node Deg3
= Good, which means that 80 records were classified in class B. The results further yielded the
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confusion matrix. From this matrix we extract the following findings: (1) 25 records were classified
in class C, thus 20% belong to C, 14 of these records ere TP with rate of 56%; (2) 91 records have
been categorized to be in class B. This refers to that 73% belong to B, and 77 records were TP
with the rate of 85%; and (3) 8 records have been seen in class A, meaning 6% belong to this class.
5 records of them were TP under the rate of 63%.

The results for computing the accuracy and error rate measures are displayed in Table 1. By
looking at this table, we find that (as the number of instances was equaled to 106) the accuracy
= (106/124) ∗ 100 = 85.4839%, and the number of incorrectly classified equals 18, the error rate
therefore = (18/124) ∗ 100 = 14.5161%. As wee see in Table 1, in order to fit the C4.5 algorithm,
we provide the training set to build a predictive model. This training set consists of the predictor
attributes as well as the prediction (class label) attribute. First, we use the training set in the
preprocess panel, followed by the selection of the C4.5 algorithm. The 10 fold cross validation
option is being selected. Second, we apply the same procedure on our testing set to check what it
predicts on the unseen data. For that, we select ”supplied test set” and choose the testing data set
that we created. Finally, we run the C4.5 again and we notice the differences in accuracy. Note that
the correctly/incorrectly classified instances define the case where the instances are used as test
data. Depending on these findings, we see that 85.4839% can be considered as a good percentage
to achieve the main goal of this paper. Turning to the error rates displayed in the table, we see
that the error rates are the same for both training and supplied tests. This indicates that the
considered algorithm was doing well for both tests. However, for cross validation folds as well as
for percentage split 66%, the error rates were different, which is to say that C4.5 was effective with
respect to cross validation fold as it has a lower error. This can be justified by the fact that an
algorithm will be preferred when it has a lower error rate, namely it has more powerful classification
capability and ability in terms of student’s performance. On the other hand, the Kappa statistic
that we obtained was 0.6327, which is to say that the used algorithm in our model is well doing as
the Kappa statistics is greater than 0 (see, Cohen, 1960 in terms of interpreting a Kappa statistic).
The results of recall, precision, F-measure and ROC area are displayed in Table 2. The findings
yield that the recall and precision present estimates closer to each other. Note that in precision
and recall measures, as the level of recall varies, the precision does not necessarily change linearly
because of the fact that FP replaces FN in the denominator of the precision matric. As we know
higher precision as well as F -measure are better. Thus, as given in Table 2, the the findings were
high (above 70%) leading to that fact that the C4.5 algorithm is an effective and reliable technique
to be recommended.

Table 1: Testing options

Training option Correct classify instance % Incorrect classify instance %

Training set 85.4839% 14.5161%
Supplied test 85.4839% 14.5161%
Cross validation folds = 10 77.4194% 22.5806%
Percentage split 66% 76.1905% 23.8095%

Kapa = 0.6327
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Table 2: Detailed accuracy for each class - classification using the C4.5 algorithm

TP rate FP rate Precision Recall F-measure ROC area Class

0.56 0.061 0.7 0.56 0.622 0.832 C
0.934 0.333 0.885 0.934 0.909 0.844 B
0.875 0.009 0.875 0.875 0.875 0.992 A

Weighted avg. 0.855 0.257 0.847 0.855 0.849 0.851

5 Conclusion

In this study, we have placed a particular emphasis on the so called data mining algorithms, but
focuses the bulk of attention on the C4.5 algorithm. Our goal was to build a predicted model that
can be used to improve the student’s academic performance. In order to achieve this goal, data from
the previous students academic records in the faculty have been used to illustrate the considered
algorithm in order to build our predicted model. Despite there are other classification algorithms,
the C4.5 approach has been the principal data mining algorithm of choice for the primary analysis
for dealing with students performance prediction because of its simplicity as well as the ease with
which it can be implemented. Here we refer to statistical softwares such as, SPSS and SAS. Thus,
the C4.5 approach might become attractive in specific circumstances. We here believe that the
C4.5 algorithm can be recommended as a default tool for mining analysis. The findings in general
revealed that it is possible to predict the probability of getting a degree within the estimated period
according the degree of a graduate in the attributes performance. In conclusion we submit that the
algorithm described here can be very helpful and efficient if there is an application study regarding
the assessment of students performance, where both kind of knowledge is required (association
among attributes and classification of objects).
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ABSTRACT. The aim of this work and to develop a decision support system for the operation 
of a model including the main stakeholders of the High Commissioner for Water, Forests and 
Desertification Control (maker / managers, administrative, customers). This system is based 
on  the  relationship  between  the  actors  and  their  activities  and  their  needs  vary  by 
contribution  in  time.  It  aims  to make available  to managers a  set of dashboards  that  can 
improve  the quality of provided  services. We begin by modeling  the  actors up  and  clean 
process  for  studying  both  their  organizations  and  their  activities  and  needs.  The  first 
applications of  this work has  focused on data  for  the Directorate of Planning,  Information 
System and Cooperation, and  the Directorate of Forest Estate, Legal Affairs and Litigation. 
The results are encouraging. 
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1- Introduction 

Business intelligence is one of the areas of computer knows nowadays a copy boom. Indeed, 
business managers, faced with increasingly unstable environments, are expected to take the 
most effective decisions based on reliable data. The current problem is not to have a better 
decision tool, but to structure upstream data that feed not to be ineffective. Thus, the 
design of decision‐making information systems tailored and scalable is a topical issue for all 
organizations around the world. Today HCWFDC assigned missions require not only to be 
responsive to the needs of its users / decision maker but also to anticipate these needs by 
acting as a "business". Also, BI is becoming a necessity for the control system of the 
Moroccan HCWFDC. 
 
This work is in this context and focuses on the design and implementation of a decision 
support system dedicated to HCWFDC [7]. The goal is the modeling of the actors that reflects 
their business and their needs. In doing so, we aim to provide as complete and accurate as 
possible a description of all aspects of the behavior of the actors and the system able to 
provide dashboards to facilitate decision making. [8] The adopted model reflects a true 
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picture of the system and uses UML current standard in the world of design information 
systems. 

 

2- Hypothesis 
We begin by modeling [4] actors up taking into account the requirements and expectations 
of each of them, namely for an administrative actor: 
‐ Needs to have good training with skills facilitating their integration into working life. 
‐ The activities and to facilitate and serve the work of the decision maker; and to disseminate 
and share information, meet the needs of external customers; ... 
 
Given this situation, it is to correlate between the needs of decision makers [1], [2]; of the 
administrative. In fact, we are faced with a situation of looking for the satisfaction of the 
customer / user with a specificity High Commission of the notion "actor / user" Also as a 
business. Indeed, for the corporate governance approach is for profit, while for a public 
agency HCWFDC, it is more about positioning and visibility of the organization. The company 
seeks a performance positioning in its capital and HCWFDC aims to achieve a quality label 
and better manage natural resources. The company seeks customer satisfaction, HCWFDC  
seeks to satisfy its players. Customer satisfaction in business is formalized in terms of costs. 
Satisfaction actors HCWFDC is illustrated by satisfying their information needs at the right 
times. 

 

3- Context 
 Today High Commission for Water, Forests and Combat Desertification Moroccan stirs in its 
information system a large volume of data and information. [2] Often, the very fact of this 
volume, it becomes difficult to make sense of these data and exit accurate and reliable 
indicators. To exploit these data, ensure and automate the management of criminal 
litigation, policy makers at the central level do not have homogenized data. Needs have 
deployed a final version of the application at national level (with the exception of the South 
HCWFDC). Thus, we group our data warehouse model into three levels: 
 
Actor level: Decider two classes, Administrative (Head of Litigation CCDRF, DPEFLCD ....) 
             Repository ‐Database: includes all the data (Region Natural Resource available ... ..) 
 
 
Administrative level: Database on the administrative status of all players. 
Basic regulations: Regulations and Rights of each actor. 
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4. Modeling of players 
 

In previous work [1] [2], we showed that applications for player level based on information 
which the data are collected in databases available to the central management and in the 
regions (dates, location offenders, nature ...). The design of decision support system [3] 
requires special design approach and complex modeling. [4] It has adopted a model to meet 
specific needs such as factor analysis [5] that the principle of facilitating the understanding 
and interpretation of a large set of multidimensional data. This analysis graphically highlight 
similarities between data and quantifies the degree of correlation between several factors. 
 
We obtain the model that includes all the actors involved in the following university system: 
 

Acteur= A  ;  ∑
=

=

3

1

j

j
jR ;  ∑

−=

=

1

1

nk

k
kRC  ;                                (1) 

 

Along With:  
A: Regions distinguishes three regions. 
RC: Claims varies by contribution time differs: Module list pvs, pvs Details Module, Module 
monitoring judgments, 
 
After the codification of Formula 1, we get: 
The portfolio of the source (S) defined all the functional needs of the activities to be carried 
out over time by each region. 
 
 
 

 Building Multidimensional conceptual model: 
UML formalism is used to model the types of actors (decision maker, administrative). 
Indeed, UML has a graphical notation visual form based on charts that can facilitate 
decision making. 

5- Visualization Data 
 

 To assist in the representation of our model is visualized as an example the data around a 
mass of complaints by contribution to natural resource available for each region. The figure 
below shows the actual activities of registered PVS claims that actor in relation to the 
information system during the year. 
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Figure 2: Vision of Claims and Natural Resource by region and for each year 

6- Expected impacts on flying the HCWFDC 

We present below the form of our model with all parameters. It is to inform decision makers 
in the HCEFLCD and taken as scope. 

 

 

 

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 4, April 2015

117 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



Conclusion 

 
To install this application, we went through three major phases. The first concerns the 
theoretical part that needs to have a model that can respond to the context of our environment 
known by its complexity (actors, data resources, non-homogeneous data, ...). This required a 
simple mathematical model defining the relationships between the actors, their activities and 
their needs. The second phase focused on the consolidation of data and designing a 
multidimensional database. The third phase was devoted to the application and to build a 
dashboard checking all the proposals made in the theoretical part. 
The availability of real data of other players would be enough to have a global decision-
making tool for HCWFDC. 
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